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Abstract

This thesis deals with the automatic parallelization step of compilers for multi-processor computers. The focus is on practical methods for this task, which means methods that are general and fast. Thus, a wide variety of loop programs is accepted as input, including imperfectly nested loops with affine variable accesses and dependences. The scheduler assigns time steps to the operations (which are the instances of statements for the surrounding loops). The allocator places the operations onto a (virtual) processor grid. Both, the scheduler and the allocator produce multi-dimensional affine functions as output and both are based upon a special graph: the scheduler upon the polyhedral reduced dependence graph and the allocator upon the access graph.
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1 Introduction

The development of computers with multiple processors brought about a big problem: how do we obtain software that runs on several processors in parallel. First, people tried to find ad-hoc parallel algorithms for their problems. This method is much like programming sequential computers in assembler. The resulting programs are fast but programming is lengthy, the readability of the programs is poor and the risk of making mistakes is very high. Besides, the source program is specific to one special architecture. All these disadvantages apply to handmade parallel code, too. Parallelizing compilers are the important step towards portability and reliability.

It is known that the major part of a program’s execution time is consumed inside loops or recursion. The polytope model has proved to be a very useful mathematical framework for automatic parallelization of loop programs. Each iteration is identified by a point in a multi-dimensional lattice. With the restriction that loop bounds are affine functions of indices of surrounding loops or of structure parameters, the index space of each statement forms a polytope.

Parallelization in this model means applying a transformation (i.e., an affine mapping) to the source polytope. The result is a target polytope with a possibly different shape embedded in a slightly different space. The number of dimensions is still the same, but we distinguish between time and space dimensions. The source polytope is spawned completely by time dimensions. After the transformation, some of them might have become space dimensions. They correspond to forall loops indicating detected parallelism [Len93].

The transformation must preserve dependence relations contained in the source program. Under these constraints, one tries to optimize some criteria like the latency of the target program or the communication volume.

So far, no good algorithm has been found for computing such a transformation in a single step. So two smaller subproblems have been studied: one for the time dimensions and one for the space dimensions. The projection on the time dimensions is called a schedule, that on the space dimensions an allocation. Schedule and allocation are computed separately and get merged
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subsequently [Wet95].

Recently, very precise methods for scheduling and allocation have been developed [Fea92a, Fea92b]. But they require a very accurate and, therefore, expensive dependence analysis. Moreover, the methods themselves are very slow, as large optimization problems have to be solved.

A compromise between optimality and processing time has to be found for a real-world compiler. One should not need a parallel supercomputer just to run a parallelizing compiler.

The methods presented in this thesis are not optimal in the sense of what can be achieved theoretically, but they produce good results relative to their less accurate input information. And — most importantly — they do this quite fast. To get an impression of the practical usability, both, the scheduler and the allocator have been implemented as part of the polyhedral loop parallelizer LoPo [Loo96, GL96].

This thesis is organized as follows: Chapter 2 introduces some notational conventions and conveys the general theoretical background used in the following chapters. Chapter 3 describes ways of representing dependences which are the basis for the scheduling method introduced in Chapter 4: the Darte-Vivien scheduler. Chapter 5 deals with an allocation according to a paper of Dion and Robert. The last chapter concludes with some remarks.
2 Notations and Prerequisites

2.1 Notations

It is assumed that the reader is familiar with the basic notions of linear algebra like vector spaces, systems of equations, matrices, etc.

As rational numbers are sufficient for the theory presented in this paper, the vector space used in most places is $\mathbb{Q}^n$.

Some type-setting and notational conventions are used in formulas throughout this thesis:

- $\mathbb{N}$ is used as symbol for the natural numbers including zero.
- Simple scalars in $\mathbb{Q}$, $\mathbb{Z}$, or $\mathbb{N}$ are denoted by lower-case letters: $x$, $y$, $z$, ...
- Vectors in $\mathbb{Q}^n$ or $\mathbb{Z}^n$ are denoted by boldface lower-case letters: $\mathbf{a}$, $\mathbf{b}$, $\mathbf{c}$, ...
- Matrices in $\mathbb{Q}^{m \times n}$ are denoted by capital letters: $A$, $B$, $C$, ...
- $\mathbf{0}$, $\mathbf{1}$ are used as abbreviations for the vectors $(0, \ldots, 0)$ resp. $(1, \ldots, 1)$.
- A quantification of a variable $x$ is denoted according to [DS90]:

\[
(Qx : Rx : Px)
\]

$Q$ can be either $\forall$ or $\exists$, $Rx$ represents the range of $x$ and $Px$ is the predicate over $x$.

- A function $f$ that maps elements $a \in A$ to $b \in B$ is denoted by:

\[
f : A \rightarrow B : a \rightarrow b
\]

- $|X|$ denotes the cardinality of some set $X$. 
2.2 Vector Spaces, Matrices and Linear Functions

2.2.1 Definition

For two vectors $a, b \in \mathbb{Q}^n$ the scalar product is defined as follows:

$$ab = \sum_{i=0}^{n} a_i b_i$$

$a, b$ are said to be orthogonal iff $ab = 0$.

The order used for $\mathbb{Q}^n$ is the lexicographic order. For $a, b \in \mathbb{Q}^n$:

$$a \leq b \iff (\exists l : 1 \leq l \leq n : (\forall j : j < l : a_i = b_j) \land (a_l \leq b_l))$$

The Manhattan norm is used as the norm for a vector $a \in \mathbb{Q}^n$:

$$||a|| = \sum_{i=1}^{n} |a_i|$$

2.2.2 Definition

A matrix $A^{(l)}$ is called a left inverse of a matrix $A$ if the following equation holds ($I$ denotes the identity matrix):

$$A^{(l)} A = I$$

A matrix $A^{(r)}$ is called a right inverse of a matrix $A$ if:

$$A A^{(r)} = I$$

A matrix $A^{-1}$ is called the inverse of $A$ if both equations hold:

$$AA^{-1} = I = A^{-1}A$$

2.2.3 Theorem

The following holds for inverses of an $(m,n)$-matrix $A$.

- $A$ has an inverse iff $A$ is square and of full rank.
- $A$ has a right inverse iff $A$ is flat $(m \leq n)$ and of maximum rank.
- $A$ has a left inverse iff $A$ is narrow $(m \geq n)$ and of maximum rank.

Proof  [Usm87, Chapter 3]
Remark

If $A$ is invertible, its inverse is unique. This is not true for left or right inverses. There may be many matrices which satisfy the corresponding equation. [Usm87] refers to a comprehensive description of inverses.

2.2.4 Definition

The kernel $\ker(A)$ of a matrix $A \in \mathbb{Q}^{m \times n}$ is the following linear subspace of $\mathbb{Q}^n$:

$$\ker(A) = \{ \mathbf{k} : \mathbf{k} \in \mathbb{Q}^n : A\mathbf{k} = 0 \}$$

2.2.5 Definition

Whenever we refer to an affine mapping in this thesis, we have the following special definition in mind. We allow parameterized functions, but in a restricted way: parameters cannot appear as coefficients to variables or other parameters. For variable vector $\mathbf{i} \in \mathbb{Q}^n$, parameter vector $\mathbf{p} \in \mathbb{N}^m$ and coefficients $\mathbf{a} \in \mathbb{Q}^n$, $\mathbf{b} \in \mathbb{Q}^m$ and $c \in \mathbb{Q}$ we get for a one-dimensional function $f$:

$$f : \mathbb{Q}^n \to \mathbb{Q} : (\mathbf{i}; \mathbf{p}) \to a\mathbf{i} + b\mathbf{p} + c$$

With scalars rather than vectors the function definition looks as follows:

$$f(\mathbf{i}_1, \ldots, \mathbf{i}_n; p_1, \ldots, p_m) = \sum_{k=1}^{n} a_k \mathbf{i}^k + \sum_{l=1}^{m} b_l p^l + c$$

Multi-dimensional affine functions are defined accordingly in each dimension.

Example

valid: $f(i_1, i_2; p) = 3i_1 + i_2 - p + 1$

not valid: $f(i; p) = pi$

$$f(i_1, i_2; p_1, p_2) = i_1 + p_1 p_2$$

A piecewise affine mapping consists of a set of affine mappings guarded by range specifications for variables or parameters. To ensure a sound function definition, all ranges have to be disjunct.

A very handy representation is a binary tree with if nodes, then or else edges and leaves containing the elementary mappings.

Note that not every then edge may have a pairing else edge, since ranges might not be contiguous.
Example

\[ f(i; n) = \begin{cases} \text{if } i \leq n \text{ then } \text{if } n \leq m \text{ then } m + 1 & \text{else } \text{if } n \leq m \text{ then } m + 1 \\ \text{else } i + 1 & \end{cases} \]

### 2.3 Graphs

One fundamental theory used in this thesis is graph theory. We review briefly some notions we are going to use. There are many good text books about graph theory. The German reader may refer to [Jun94].

#### 2.3.1 Definition

A **graph** \( G \) is a pair \( (V, E) \) of a **vertex set** \( V \) and an **edge set** \( E \).

The edges of a **directed** graph are pairs \( (v, w) \) of the relation \( V \times V \). The first vertex of the pair is called the **source**, the second the **target**. The edges of an **undirected** graph are two-element sets \( \{v, w\} \subset V \). \( E \) forms a multiset, i.e., multiple edges between two vertices are permitted.

A **subgraph** (or **component**) \( (V', E') \) is a graph where \( V' \subset V \) and \( E' \subset (E \cap (V' \times V')) \).

A **directed path** from \( v \in V \) to \( w \in V \) is a sequence of edges starting at \( v \) and ending at \( w \). The target of the preceding edge must be the source of the following edge.

A **cycle** is a path from \( v \) to \( v \). A **self loop** (or **elementary cycle**) is a cycle consisting of a single edge.

A **multicycle** is a union of cycles (not necessarily connected) (Fig. 2.1).

![Fig. 2.1: Multicycle in a graph (dashed lines)](image-url)
2.3.2 Definition

A directed graph $G$ is called **strongly connected** iff there is a directed path from each vertex $v$ to each other vertex $w$ ($v \neq w$).

An undirected graph is **connected** iff an undirected path exists from each vertex $v$ to each other vertex $w$ ($v \neq w$).

A directed graph is **connected** iff the underlying undirected graph is connected (Fig. 2.2).

![Fig. 2.2: Strongly connected graph](image)

![Connected graph](image)

**Remark**

The strongly connected components of a directed graph $G = (V, E)$ can be computed in time $O(|V| + |E|)$ by the algorithm of Tarjan [ZC90].

This algorithm can also be used to obtain the connected components of a directed graph: construct a graph $G'$ by adding an edge $(w, v)$ for each edge $(v, w)$ if it does not exist already (i.e., $G'$ is the symmetric closure of $G$). The connected components of $G$ are the strongly connected components of $G'$.

2.3.3 Definition

**Edge weights** are attached to every edge:

$$ (\forall e : e \in E : (\exists w_e : w_e \in \mathbb{Q}^{m \times n})) $$

The **weight** (or **length**) $w_\pi$ of a path $\pi$ is the sum of its edge weights:

$$ w_\pi = \sum_{i=1}^{|\pi|} w_{e_i} $$

A **shortest path** between two vertices is one with minimum length of all existing paths. A **longest path** is in analogy a path with maximum length.
Remark
Though efficient algorithms like the one of Dijkstra or Floyd are well known for the shortest path problem, this is not the case for the longest path problem. On the contrary: it is known to be NP-complete [Jun94]. Polynomial-time algorithms exist only for acyclic graphs. We will show in Section 4.2.13 that the problem of finding a schedule is strongly related to the problem of finding the longest path in a graph. For a special case, we will present an efficient algorithm.

2.3.4 Definition
A cycle is a path with infinite length. Nevertheless, it is possible to assign a (not unique) weight to it.

The base weight $w_C$ of a cycle $C$ is the weight of a single traversal of the cycle. But all multiples $nw_C$ ($n \in \mathbb{N} \setminus \{0\}$) are weights of the cycle, too: $n$ is the number of turns.

A multicycle need not to be a path. So the weight of a multicycle is defined as any nonempty sum of weights of any of its cycles.

Example
Multicycles of null weight are very important in Chapter 4. An example is depicted in Figure 2.3. It traverses twice the left cycle (of base weight $(-1)$) and once the right cycle (of base weight 2).

Fig. 2.3: Example for a null-weight multicycle

2.4 Polyhedra
The Polyhedron is another concept central to this thesis. Polyhedra are used to model subsets of $\mathbb{Q}^n$ or $\mathbb{Z}^n$, which can be treated quite efficiently. Two different representation are introduced.
2.4.1 Definition

A hyperplane is an affine subspace of our vector space $\mathbb{Q}^n$ with dimensionality $n - 1$. It can be represented in two ways:

1. as the linear hull of $n - 1$ linearly independent vectors $v_i \in \mathbb{Q}^n$ shifted by a vector $b \in \mathbb{Q}^n$:

$$H = \{ x \in \mathbb{Q}^n : x = \sum_{i=1}^{n-1} a_i v_i + b \}$$

2. as the orthogonal space of a normal vector $a \in \mathbb{Q}^n$ ($a \neq 0$) and a constant $b$:

$$H = \{ x \in \mathbb{Q}^n : ax = b \}$$

Any hyperplane divides the vector space into two halfspaces. Mathematical representations are very similar. Just put an inequality in place of the equation:

$$H = \{ x \in \mathbb{Q}^n : ax \leq b \}$$

Remark

The orientation of the normal vector is important to halfspaces. The vector $a$ and its reverse ($-a$) mark the two halfspaces $H^+$ and $H^-$ divided by a hyperplane.

Using the same vector $a$ for both hyperplanes, we obtain:

$$H^+ = \{ x \in \mathbb{Q}^n : ax \geq b \}$$

$$H^- = \{ x \in \mathbb{Q}^n : ax \leq b \}$$

So one can check easily which halfspace a point $x \in \mathbb{Q}^n$ belongs to: just look at the sign of the scalar product $ax$.

2.4.2 Definition

Any intersection of finitely many halfspaces is called a polyhedron. According to the previous definition, it can be described as the solution space of a system of inequalities:

$$P(A, b) = \{ x \in \mathbb{Q}^n : Ax \leq b \}$$

$A$ denotes an $(m, n)$-matrix and $b \in \mathbb{Q}^m$. 
• A **polytope** is a totally bounded polyhedron.

• A **polyhedral cone** is a polyhedron specified by a homogeneous system of inequalities:

\[ C(A) = \{ x \in \mathbb{Q}^n : Ax \leq 0 \} \]

### 2.4.3 Theorem (Decomposition Theorem)

A set \( P \subset \mathbb{Q}^n \) is a polyhedron if and only if

\[ P = \{ x + y : x \in Q, y \in C \} \]

for some polytope \( Q \subset \mathbb{Q}^n \) and some polyhedral cone \( C \subset \mathbb{Q}^n \).

**Proof** [Sch86, p. 88]

![Minkowski sum of a polytope and a cone](image)

**Fig. 2.4:** Minkowski sum of a polytope and a cone

**Remark**

The previous theorem points the way to an alternative, constructive representation of a polyhedron. The next two theorems present constructive representations for polytopes and cones. Then an arbitrary polyhedron can be constructed according to Theorem 2.4.3 (called the Minkowski sum, Fig. 2.4) from the constructive representations of its polytope and cone.
2.4.4 Theorem (Main Theorem for Polytopes)

$P \subseteq \mathbb{Q}^n$ is the convex hull of a finite set of points \( \{ p_1, \ldots, p_m \} \subseteq \mathbb{Q}^n$:

\[
P = \{ x \in \mathbb{Q}^n : a_i \in \mathbb{Q}^+, \sum_{i=1}^{m} a_i = 1 : x = \sum_{i=1}^{m} a_i p_i \} \]

Then $P$ is a polytope.

**Proof** [Zie95]

2.4.5 Theorem (Main Theorem for Polyhedral Cones)

$C$ is a nonnegative combination of a finite set of vectors \( \{ c_1, \ldots, c_m \} \subseteq \mathbb{Q}^n$:

\[
C = \{ x \in \mathbb{Q}^n : a_i \geq 0 : x = \sum_{i=1}^{m} a_i c_i \} \]

Then $C$ is a polyhedral cone.

**Proof** [Zie95]

2.4.6 Corollary

Each polyhedron $P = \{ x \in \mathbb{Q}^n : Ax \leq b \}$ can be defined equivalently as

\[
P = \{ x \in \mathbb{Q}^n : x = \sum_{i=1}^{\nu} a_i p_i + \sum_{i=1}^{\sigma} b_i r_i + \sum_{i=1}^{\lambda} c_i l_i \}
\]

for a set of points \( \mathcal{P} = \{ p_1, \ldots, p_\nu \} \subseteq \mathbb{Q}^n, a_i \in \mathbb{Q}^+, \sum_{i=1}^{\nu} a_i = 1$, a set of rays \( \mathcal{R} = \{ r_1, \ldots, r_\sigma \} \subseteq \mathbb{Q}^n, b_i \in \mathbb{Q}^+, \) and a set of lines \( \mathcal{L} = \{ l_1, \ldots, l_\lambda \} \subseteq \mathbb{Q}^n, c_i \in \mathbb{Q}$. We call these sets the **dual representation** of the polyhedron\(^1\).

**Proof**

According to Theorem 2.4.3, $P$ is the Minkowski sum of some polytope $Q$ and some polyhedral cone $C$:

\[
P = \{ x \in \mathbb{Q}^n : x = x_Q + x_C, x_Q \in Q, x_C \in C \}
\]

\(^1\)We avoid the frequently used notion *parametric representation* because we already use the term *parametric* for something completely different in Section 2.2.5.
By applying the Theorems 2.4.4 and 2.4.5 we get:

\[ P = \{ \mathbf{x} \in \mathbb{Q}^n : a_i, b_i \in \mathbb{Q}^+, \ \sum_{i=1}^{\nu} a_i = 1 : \mathbf{x} = \sum_{i=1}^{\nu} a_i \mathbf{p}_i + \sum_{i=1}^{\gamma} b_i \mathbf{c}_i \} \]

Next we extract two sets \( \mathcal{R} \) and \( \mathcal{L} \) from \( \mathcal{C} = \{ \mathbf{c}_1, \ldots, \mathbf{c}_\gamma \} \):

\[
\mathcal{R} = \{ \mathbf{c} \in \mathbb{Q}^n : \mathbf{c} \in \mathcal{C} \land (-\mathbf{c}) \notin \mathcal{C} \}
\]
\[
\mathcal{L} = \{ \mathbf{c} \in \mathbb{Q}^n : \mathbf{c} \in \mathcal{C} \land (-\mathbf{c}) \in \mathcal{C} \land \mathbf{c} \geq 0 \}
\]

Putting things together, we can replace the sum over the elements of \( \mathcal{C} \) in the equation above by two sums over elements of \( \mathcal{R} \) and \( \mathcal{L} \). For \( \mathcal{L} \) we allow coefficients in \( \mathbb{Q} \) rather than in \( \mathbb{Q}^+ \), as the negative combinations are correct in this case.

Then we have obtained exactly the equation stated in the theorem. \( \square \)

### 2.4.7 Definition

A point (or ray) in \( \mathcal{P} \) (\( \mathcal{R} \)) is called **extremal** if it cannot be generated by any combination of other points (rays).

**Remark**

- To avoid confusion with graph terminology, we do not use the common term *vertex* for extremal point.
- Minimal sets of points or rays contain only extremal elements. Minimal sets of lines are not unique and, therefore, no extremal lines exist.

### 2.4.8 Remark

- \( \mathcal{L} \) is called the *lineality space* of \( P \).
- If ray space \( \mathcal{R} \) and lineality space \( \mathcal{L} \) are empty, then \( P \) is a polytope.
- It is not required that the sets \( \mathcal{P}, \mathcal{R} \) and \( \mathcal{L} \) are minimal.

### 2.4.9 Remark

The conversion of a system of inequalities specifying a polyhedron into point, ray and line sets describing the same polyhedron is a nontrivial problem. The time complexity is necessarily exponential because of a result in polyhedral
theory stating that the number of extremal points can be exponential on the number of inequalities.

Chernikova presented a conversion algorithm which is implemented, e.g., in [Wil93].

2.4.10 Theorem

\( f \) is an affine mapping, \( P \) is a polyhedron. Then the image \( f(P) \) of \( P \) is again a polyhedron.

Proof [Zie95]

2.4.11 Notation

A wrapping polyhedron \( P(X) \) for some set \( X \in \mathbb{Q}^n \) is any polyhedron which is a superset of \( X: X \subseteq P(X) \).

2.5 Loop Programs

The syntax and semantics of real-world programming languages are much too complex for our purposes. It is essential to pick out a subset so that all allowed programs can be handled. The polytope model [Len93] has been designed for loop programs. Now we specify what input programs are exactly allowed.

- Program data can be divided into three classes:
  1. **Structure parameters** have a fixed, predefined value for the duration of a complete run of the program. They behave like constants and are often used to describe the size of a problem, e.g., sorting \( n \) elements. Their values are nonnegative integers.
  2. **Loop indices** are integer variables that are the counters of for loops (see below).
  3. **Variables** are arrays of some dimensionality and cell type.

  Access to array variables (read or write) must be addressable by affine functions of loop indices and structure parameters as defined in Definition 2.2.5, by **access functions**. For \( n \) indices \( i_j \) and \( m \) parameters \( p_k \) we get for an access to array \( x \):

\[
x \left[ \sum_{j=1}^{n} a_{j} i_{j} + \sum_{k=1}^{m} b_{k} p_{k} + \alpha_{0}, \ldots \right]
\]
• The only control structure is the for loop, in a Pascal-like semantics:

\[
\text{for } i := l(i) \text{ to } u(i) \text{ step } s \text{ do} \\
\quad \text{( } \ast \text{ loop body } \ast \) \\
\text{od}
\]

It consists of the following components:

1. loop index (or loop counter) \( i \) to be incremented by stride \( s \) at the end of each loop turn,
2. stride \( s \), which must be an integer greater than or equal to 1,
3. lower bound \( l(i) \) and upper bound \( u(i) \) for \( i \), which are integer-valued expressions calculated before entering the loop. The following expressions are allowed:
   (a) affine functions of surrounding loop indices and structure parameters (again Definition 2.2.5 applies),
   (b) max() values of expressions in \( l(i) \) resp. min() values in \( u(i) \),
   (c) floor() or ceil() denoting lower or upper Gaussian brackets of expressions.
4. The body of the loop is a syntactical block.

• Syntactical blocks are for loops or statements. A statement reads or writes a fixed sets of variables. In the following examples, we will simply use assignments (i.e., computations with just one write operation), but we do not depend on this restriction.

\[ V_{\text{write}} := f(V_{\text{read}_1}, \ldots, V_{\text{read}_n}) \]

The set of all statements in the program is denoted by \( \Omega_L \).

• A loop program consists of a sequence of syntactical blocks.

A valid loop program is, for example:

\[
\text{for } i := 1 \text{ to } n \text{ do} \\
\quad a(i) := a(i - 1) \quad ( \ast \text{ Statement 1 } \ast ) \\
\quad \text{for } j := 1 \text{ to } \max(i + n, 5) \text{ do} \\
\quad \quad b(i, j) := b(i, j - 1) + a(i) \quad ( \ast \text{ Statement 2 } \ast ) \\
\quad \text{od} \\
\quad c(i) := a(i) \quad ( \ast \text{ Statement 3 } \ast ) \\
\quad \text{od}
\]
Remark

The scheduler and allocator do not operate directly on the source program. They get their information from the preceding modules, mainly from the dependence analysis. Therefore, any program accepted by these modules is valid, as long as their output conforms with our restrictions. This allows much more complicated programs to be handled. Constructs, which may be hidden by preceding modules, may include negative stride, if-then-else or even while loops.

2.5.1 Definition

A loop index carries a statement $s$, if $s$ is in the body of its loop. All the indices carrying a statement form its iteration vector $i \in \mathbb{Z}^n$.

A concrete value of the iteration vector represents one atomic operation (in our model). It is also called an instance of a statement. The set of all possible values of $i$ is called the index space (or iteration domain) $I_s$ of $s$. For the iteration vector $i = (i_1, \ldots, i_k)$, it is specified by the following system of inequalities:

\[
\begin{align*}
l(i_1) & \leq i_1 \leq u(i_1) \\
& \vdots \\
l(i_k) & \leq i_k \leq u(i_k)
\end{align*}
\]

Remark

Due to the definition of $u(i_j)$ and $l(i_j)$, it is always possible to rearrange an inequality $i_j \geq l(i_j)$ or $i_j \leq u(i_j)$ to the system:

\[
\begin{align*}
a_{1,1}i_1 + \cdots + a_{1,k}i_k + b_{1,1}p_1 + \cdots + b_{1,m}p_m & \leq c_1 \\
& \vdots \\
a_{n,1}i_1 + \cdots + a_{n,k}i_k + b_{n,1}p_1 + \cdots + b_{n,m}p_m & \leq c_n
\end{align*}
\]

Thus, the index space can be described as an intersection of finitely many halfspaces and, therefore, it forms a polyhedron. Since upper and lower bounds are finite, we know that the iteration domain is a finite set. So it is a polytope.

2.5.2 Remark (Polytopes versus Polyhedra)

If more complex expressions are allowed for loop bounds, the precise representation of the index space as a polytope is lost. The use of array variables...
with arbitrary contents as loop bounds results in rather unpredictable index spaces. This way, even \texttt{while} loops can be simulated \cite{GL94}. What we can do in this case is to approximate the index space by a larger set. If we do not know exactly the extent in some direction we assume unboundedness. This generalization of the polytope model is known as the \textit{polyhedron model}.

In the following chapters, it will be pointed out where polytopes are essential. This is not the case, e.g., for the core algorithm of the scheduler, but — unfortunately — for preparing its input and for postprocessing its output.

\subsection*{2.5.3 Definition}

\textbf{Perfectly nested loops} form a subset of all possible loop programs with some nice properties. Every statement has the same surrounding loops. Thus, the iteration vectors are all of the same length and the index spaces are the same for all statements, which are all in the single \texttt{body} of the loop nest.

\begin{verbatim}
for i_1 := l(i_1) to u(i_1) do
  ..
  for i_n := l(i_n) to u(i_n) do
    (* Statement s_1 *)
    ...
    (* Statement s_n *)
  od
  ..
od
\end{verbatim}

All other loop programs are called \textit{imperfectly nested}.
3 Dependences

Variable accesses enforce an order on the flow of execution. The condition of Bernstein says that two subsequent accesses to the same variable cause a dependence if at least one is a write access [Ban93]. Thus, three basic types exist:

- read after write \(\text{(true dependence)}\)
- write after read \(\text{(anti dependence)}\)
- write after write \(\text{(output dependence)}\)

As we are not interested in the individual type, we treat them all the same.

3.1 Representing Dependences

A dependence \(\delta\) between two statements \(s_i\) and \(s_j\) of a loop program consists of dependent pairs of instances of \(s_i\) and \(s_j\).

\[ s_i(i) \delta s_j(j) \]

denotes that instance \(j\) of \(s_j\) depends on instance \(i\) of \(s_i\) because of dependence \(\delta\). We refer to \(s_i(i)\) as the source and to \(s_j(j)\) as the target of a dependence pair.

\(\delta\) is a preorder relation on instances of the two statements:

\[ \delta = \left\{ (i, j) : i \in I_{s_i}, j \in I_{s_j} : s_i(i) \delta s_j(j) \right\} \]

The set of all index vectors appearing as the first (second) component of a dependent pair is called the source space \(S_\delta\) (the target space \(T_\delta\)) of \(\delta\):

\[ S_\delta = \left\{ i : i \in I_{s_i}, j \in I_{s_j} : s_i(i) \delta s_j(j) \right\} \]

\[ T_\delta = \left\{ j : i \in I_{s_i}, j \in I_{s_j} : s_i(i) \delta s_j(j) \right\} \]
The graph depicting this relation is called the \textbf{expanded dependence graph (EDG)}.

The size of the EDG depends in many cases on structure parameters and it is in general too large to be useful as input for schedulers. Condensed description for the dependence relation has to be found. There are several choices, but all are either restricted in some way or sacrifice on precision. The three representations introduced below are ordered by decreasing precision. The (anti) dependence from Statement $s_2$ to Statement $s_1$ in Figure 3.1 is used to demonstrate the differences of the representations.

\begin{verbatim}
for $i_1 := 1$ to $n$ do
  for $i_2 := i_1$ to $n$ do
    $a[i_1, i_2] := c[i_1, i_2]$ (* Statement $s_1$ *)
    $b[i_1, i_2] := a[2i_1, 2i_2] + d$ (* Statement $s_2$ *)
  od
od
\end{verbatim}

Fig. 3.1: Example for a dependence from $s_2$ to $s_1$ and its expanded dependence graph ($n = 6$)

\subsection{Definition}

As the source $s_i(i)$ of a dependence $s_i(i) \delta s_j(j)$ is unique, the dependence relation can be interpreted as the function

$$ h : T_{\delta} \rightarrow S_{\delta} : j \rightarrow i $$
assigning to each target instance \( j \) a source \( i \). \( S_\delta \) and \( T_\delta \) are again the source and the target space of the dependence.

Due to our restrictions on array accesses and loop bounds, this is a (piecewise) affine mapping, it is called an \( h \)-transformation [Fea92a].

**Remark**

Though \( h \)-transformations are defined originally as piecewise affine functions, it is sufficient to regard them as affine functions. The separate cases in the definition of \( h \) can be viewed as separate functions \( h_k \) with smaller source and target spaces.

If the set \( T_\delta \) is computed exactly, \( h \)-transformations are as accurate as the EDG. Again, the restrictions on input programs ensure that this set can be covered by a polytope.

Normally, the point sets \( T_\delta \) and \( S_\delta \) are only subsets of all integer lattice points inside the polytopes \( P(T_\delta) \) and \( P(S_\delta) \). There are “holes” in the lattice. The reason for this is that we do not know any additional property of the function \( h \) (e.g., unimodularity). Fortunately this is not much of a problem, as we will see in Section 3.2.1.

Note that \( h \) is generally not invertible, since one source may have many targets. Thus, reverse directions for dependence edges and \( h \)-transformations are essential.

For Figure 3.1, we get the following \( h \)-transformation (\( S_\delta \) and \( T_\delta \) are marked in Figure 3.1):

\[
h : T_\delta \longrightarrow S_\delta : (i_1, i_2) 
\longrightarrow \left( \frac{1}{2} i_1, \frac{1}{2} i_2 \right)
\]

The dependence analysis that produces \( h \)-transformations is precise but expensive. Thus, simpler descriptions are needed.

### 3.1.2 Definition

Indices of the \( l \) loops, which are common to both statements involved in a dependence, appear as the first \( l \) entries of their iteration vectors. This is due to the nesting structure of loops. So an \( l \)-dimensional distance vector can be defined for \( i \in I_{i_1} \) and \( j \in I_{j_1} \):

\[
\text{dist} : I_{i_1} \times I_{j_1} \longrightarrow \mathbb{Z}^l : (i, j) \longrightarrow (j_1 - i_1, \ldots, j_l - i_l)
\]
As dependences can be caused only by operations executed before the current operation, distance vectors are always lexicographically nonnegative.

The set
\[ E_\delta = \{ \text{dist}(i, j) : i \in I_{s_i}, j \in I_{s_j} : s_i(i) \delta s_j(j) \} \]
is called set of distance vectors (or distance set).

\text{dist} is an affine function for the same reason as the \( h \)-transformation is. Since \( P(S_\delta) \) and \( P(T_\delta) \) are polytopes, again, due to Theorem 2.4.10, \( E_\delta \) can be covered by a polytope.

If we omit all facets depending on structure parameters we get the dependence polyhedron \( P(E_\delta) \).

The dependence polyhedron for our running example (Fig. 3.1) is:

\[ P(E_\delta) = \left\{ (i_1, i_2) \in \mathbb{Q}^n \left| \begin{array}{c} i_1 \\ -i_1 + i_2 \geq 1 \\ i_2 \geq 0 \end{array} \right. \right\} \]

It is shown in Figure 3.2.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{dependence_polyhedron}
\caption{Dependence polyhedron of Example 3.1}
\end{figure}

\textbf{Remark}

The EDG cannot be reconstructed from the dependence polyhedron, since only distances and no concrete pairs \( (i, j) \) are known. Nevertheless, a superset
3.1. Representing Dependences

of the EDG, the **apparent dependence graph (ADG)** can be constructed. As Figure 3.3 shows, it contains a lot more dependence edges than the original EDG (the same set for each vertex). This may result in a loss of detectable parallelism as example 6 in [DV95a] demonstrates. But, on the other hand, the regularity of the ADG is the key to efficient scheduling algorithms.

![Apparent dependence graph of Example 3.1 (detail)](image)

**Fig. 3.3: Apparent dependence graph of Example 3.1 (detail)**

**Remark**

An interesting special case for two statements sharing the same index space is $|E_{ij}| = 1$ (i.e., all distance vectors are equal). Then $j - i$ is called a **uniform distance vector** and the dependence $\delta$ **uniform**.

Uniform dependences are easy to handle, since they are the same for all instances of the dependent statements. We can construct the **reduced dependence graph (RDG)** with one vertex per statement and one weighted edge per distance vector. This description is still exact.

We want to make use of an RDG in the general case, too. Replacing the single distance vectors by the sets $P(E_{ij})$ as edge labels results in a graph called the **polyhedral reduced dependence graph (PRDG)**.

We refer to the edges of the PRDG as **polyhedral edges** to emphasize their special weights.

The PRDG for Example 3.1 is shown in Figure 3.4.
3.1.3 Definition

A very compact but less accurate specification of the distance set is the direction vector. Each entry consists of an integer value and a qualifier. Formally, we define a direction vector \( \mathbf{d} \) as follows:

\[
\mathbf{d} \in \left( \mathbb{Z} \times \{=, +, -, *\} \right)^l
\]

The direction vector is like a grammar for possible distance vectors in the set. The qualifiers have the following meaning:

- \( x = \) only value \( x \)
- \( x + \) all values higher than or equal to \( x \)
- \( x - \) all values lower than or equal to \( x \)
- \( * \) all values

The value "1" and the qualifier "=" can be omitted. So \((+, 2)\), for example, is a valid abbreviation for \((1+, 2=)\). Then, uniform distance vectors look the same as their corresponding direction vectors.

Since negative distance vectors are not possible, direction vectors like \((0-, \ldots)\) or \((*, \ldots)\) are not allowed.

Remark

Direction vectors can be viewed as special dependence polyhedra. In fact, each direction vector defines a polyhedron whose lines "*" and rays "+,−" follow the canonical base vectors of the index space.

Direction vectors are very popular since efficient dependence analysis is available for them [Pug92].

For Example 3.1, we get the direction vector \((1+, 1+)\). The corresponding polyhedron is depicted in Figure 3.5.
3.2 Converting Representations

In the LoPo project, the output of dependence analysis are $h$-transformations [Kei96]. Since the scheduler, as introduced in Chapter 4, expects dependence polyhedra, a conversion is necessary. Two methods are presented here: one for a conversion to direction vectors and one for a conversion to dependence polyhedra.

3.2.1 Direction Vectors

Only perfectly nested loops are considered for now. We will come back to the general case in Section 4.4.

The $h$-transformation comes as parametric affine function (Def. 2.2.5) plus two wrapping polyhedra for its source and target space:

$$ h : P(T_\delta) \rightarrow P(S_\delta) : \ j \rightarrow h(j) $$

Of course, if $P(T_\delta)$ is known precisely, the source space $P(S_\delta)$ is redundant, since it is the image of $P(T_\delta)$ under function $h$. But dependence analysis might not be that precise. For example, the index spaces of the source and target statements could have been used as an approximation of the source and target spaces.

We may formulate the set of dependent instances as:

$$ \delta = \{ (i,j) : i \in P(S_\delta), \ j \in P(T_\delta) : i = h(j) \} $$
This way, we check, whether the results of the \( h \)-transformation are integral and inside the source space. As we only allow positive integer strides for our loops, rational results of the \( h \)-transformation mark holes in the target space. Holes in the source space are simply marked by not being a result of \( h \) for any lattice point of \( P(T_\delta) \).

The distance set can be reformulated accordingly:

\[ E_\delta = \{ \text{dist}(i, j) : i \in P(S_\delta), j \in P(T_\delta) : i = h(j) \} \]

Each entry \( d_k \) of the direction vector \( d \) can be constructed separately.

First, the extent of the distance set in dimension \( k \) has to be determined. The Gaussian brackets below ensure that the limits are derived from a correct (i.e., integral) \((h(j), j)\) pair. The integral minimum must be greater or equal to the total minimum. In analogy, the integral maximum is equal to or less than the total maximum.

\[
\begin{align*}
l_k &= \min \{ i_k - j_k : i \in P(S_\delta), j \in P(T_\delta) : i = h(j) \} \\
u_k &= \max \{ i_k - j_k : i \in P(S_\delta), j \in P(T_\delta) : i = h(j) \}
\end{align*}
\]

Both limits exist, because the distance set is contained in a (parameterized) polytope. But they may depend on structure parameters and are, therefore, not useful for us. We need to find parameter-less limits.

The easiest way to get rid of the parameters is to declare them as ordinary variables before computing the optimum. Then, the result of the optimization will not depend on parameters anymore. We can do so since we use parameters just like variables in our affine mappings (Def. 2.2.5). We need only to add inequalities for the parameters to the source and target polytopes. But since there is generally no upper bound for parameters, \( P(S_\delta) \) and \( P(T_\delta) \) turn into polyhedra. So “\( \min \)” and “\( \max \)” in the equations above turn into “\( \inf \)” and “\( \sup \)”:

\[
\begin{align*}
l_k &= \inf \{ i_k - j_k : i \in P(S_\delta), j \in P(T_\delta) : i = h(j, p) \} \\
u_k &= \sup \{ i_k - j_k : i \in P(S_\delta), j \in P(T_\delta) : i = h(j, p) \}
\end{align*}
\]

Then, the \( k \)-th entry of the direction vector is derived in the following way:

\[
d_k = \begin{cases} 
  l_k & l_k > -\infty \land l_k = u_k \\
  l_k^+ & l_k > -\infty \land l_k \neq u_k \\
  u_k^- & l_k = -\infty \land u_k < \infty \\
  * & \text{otherwise}
\end{cases}
\]
3.2. Converting Representations

Example

Again, the \( h \)-transformation for Example 3.1 is considered. We assume precise source and target spaces:

\[
P(S_{\delta}) = \begin{bmatrix} i_1 & \geq & 1 \\ i_1 & \leq & \frac{1}{2} \, n \\ i_2 & \geq & i_1 \\ i_2 & \leq & \frac{1}{2} \, n \\ n & \geq & 0 \end{bmatrix} \quad P(T_{\delta}) = \begin{bmatrix} i_1 & \geq & 2 \\ i_1 & \leq & n \\ i_2 & \geq & i_1 \\ i_2 & \leq & n \\ n & \geq & 0 \end{bmatrix}
\]

\( h : P(T_{\delta}) \rightarrow P(S_{\delta}) : (i_1, i_2) \rightarrow (\frac{i_1}{2}, \frac{i_2}{2}) \)

The main task is to find the bounds according to the systems of inequalities of \( P(S_{\delta}) \) and \( P(T_{\delta}) \). In the author’s implementation, PIP, the Parametric Integer Programming tool [FT90], is used for this purpose. Since no parameters are involved, also other linear optimizers are suitable. Our example is luckily so simple that we can find the bounds just by looking at the systems of inequalities.

In the following let \( (i_1, i_2) \in P(T_{\delta}) \) and \( (x_1, x_2) \in P(S_{\delta}) \).

First component:

- lower bound: \( l_1 = \inf \{ x_1 : x_1 = i_1 - \frac{1}{2} i_1 \} = 1 \)
- upper bound: \( u_1 = \sup \{ x_1 : x_1 = i_1 - \frac{1}{2} i_1 \} = \infty \)

Second component:

- lower bound: \( l_2 = \inf \{ x_2 : x_2 = i_2 - \frac{1}{2} i_2 \} = 1 \)
- upper bound: \( u_2 = \sup \{ x_2 : x_2 = i_2 - \frac{1}{2} i_2 \} = \infty \)

So we get \( d_1 = 1^+ \) and \( d_2 = 1^+ \) and the direction vector \((1^+, 1^+)\).
3.2.2 Dependence Polyhedra

Again, we only deal with perfectly nested loops. For other loop programs the method can be applied to the loops common to both statements. In this case, only a projection of the $h$-transformation to the common loop indices is used. Of course, the other indices have to be handled, too. We will come back to the general case in Section 4.4.3.

To eliminate structure parameters, we use the same trick as in the last section: we declare them as variables. Then, the $h$-transformation for a dependence surrounded by $n$ common loops and parameterized by $m$ parameters has the following dimensionality:

$$h : \mathbb{Q}^{n+m+1} \rightarrow \mathbb{Q}^n : j \rightarrow Hj$$

where the $(n,n + m + 1)$-matrix $H$ is the homogeneous representation of $h$.

The distance set $E_\delta$ and hence the dependence polyhedron $P(E_\delta)$ is defined as the image of function $\text{dist}$ for all dependent pairs of instances. Now we formulate a distance function $d_h(j)$ which is based on the given $h$-transformation:

$$d_h : T_\delta \rightarrow E_\delta : j \rightarrow \text{dist}(h(j), j)$$

Then, we obtain a wrapping polyhedron of the distance set in the following way:

$$P(E_\delta) = d_h(P(T_\delta))$$

By applying the definitions of $\text{dist}$ and $h$, we obtain:

$$d_h : P(T_\delta) \rightarrow \mathbb{Q}^n : j \rightarrow (I - H)j$$

$I \in \mathbb{Q}^{n\times n+m+1}$ denotes the truncated identity matrix of $\mathbb{Q}^{n+m+1}$ (i.e., the projection $\mathbb{Q}^{m+n+1} \rightarrow \mathbb{Q}^n$).

As $d_h$ is an affine mapping and $P(T_\delta)$ is a polyhedron, the image $d_h(P(T_\delta))$ is a polyhedron, too (Theorem 2.4.10). It is the dependence polyhedron we are looking for.

To calculate the image of the polyhedron $P(T_\delta)$, it is necessary to convert it to its dual representation first. Then, $d_h$ can be applied to each vector of these sets. At last, redundant (i.e., not extremal) elements can be deleted.

In the implementation, these three steps are performed by the polylib library developed by Wilde and LeVerge [Wil93]. The result is the minimal dual representation of the dependence polyhedron.
Example

For Example 3.1 we get the following point, ray and line sets for $P(T_\delta)$ with parameter $n$ as the last dimension:

- Points $\mathcal{P} = \{(2, 2, 1)\}$
- Rays $\mathcal{R} = \{(0, 0, 1), (0, 1, 1), (1, 1, 1)\}$
- Lines $\mathcal{L} = \emptyset$

The polyhedron defined by these sets is shown in Figure 3.6.

![Fig. 3.6: Target space $P(T_\delta)$ for Example 3.1 including parameter $n$](image)

Next, we apply distance function $d_h$ of (*) to each vector:

- Points $\mathcal{P} = \{(1, 1)\}$
- Rays $\mathcal{R} = \{(0, 0), (0, \frac{1}{2}), (\frac{1}{2}, \frac{1}{2})\}$

The first element of $\mathcal{R}$ is redundant and can be deleted. If needed, the other elements may be scaled to be integral. This is the expected result as shown in Figure 3.2.

Remark

The point set of $P(E_\delta)$ may contain nonintegral elements. As $E_\delta \subset \mathbb{Z}^n$, these points certainly do not belong to the distance set $E_\delta$. For our purposes, the point set of the dependence polyhedron $P(E_\delta)$ is required to be integral, too. So we need a method for eliminating nonintegral points.
The integer hull $P_I(E_\delta)$ of $E_\delta$ (i.e., the convex hull of its elements) is the best dependence polyhedron that can be found. But finding it is a complicated task which need algorithms with execution time exponential in $n$. For more details see the cutting planes method in [Sch86, Chapter 23].

The only fast way is to find an integral bounding box, i.e., a polyhedron with facets that are all parallel to the canonical base vectors. We mentioned already that direction vectors represent special dependence polyhedra. They have exactly the required shape and can, therefore, be used as substitutes for $P(E_\delta)$.

In Figure 3.7 the different types of wrapping polyhedra are illustrated for an example point distribution.

Fig. 3.7: Dependence polyhedron $P(E_\delta)$ with nonintegral extremal points, integer hull of $E_\delta$ and integral bounding box around $E_\delta$
4 The Darte-Vivien Scheduler

The Darte-Vivien scheduler is basically a scheduler for systems of uniform recurrence equations (SUREs), which have been introduced by Karp, Miller and Winograd in 1967 [KMW67]. Their trail-blazing paper has inspired much research in the last few decades. In 1974, Lamport proposed a scheduler for a subclass of SUREs which is equivalent to perfectly nested loops with only uniform dependences [Lam74]. He discovered that, in this case, the result is always one sequential outermost loop and \( n - 1 \) parallel inner loops.\(^1\) However, these restrictions are quite severe, so that this scheduler is only useful in a limited way.

Darte and Vivien showed that the original theory is permissive enough to allow scheduling of a much wider variety of programs, including loop programs as defined in Section 2.5. Their contribution is, on the one hand, a method for finding schedules for every computable SURE and, on the other hand, methods for transforming dependences for loop programs into equivalent SUREs.

After some basic definitions concerning schedules in Section 4.1, we introduce SUREs, their differences to loop programs and methods for detecting computability and finding scheduling functions for them in Section 4.2. Then in Section 4.3, we present a transformation for dependence polyhedra of a perfect loop nest into a SURE. The subject of Section 4.4 is the extension of the methods to imperfectly nested loops. After some remarks on the actual implementation in Section 4.5, we conclude with a comparison with other scheduling methods in Section 4.6.

\(^1\)The Lamport scheduler is also implemented as part of the LoPo project.
4.1 Basic Definitions

4.1.1 Definition

A schedule is a function which assigns integral time steps to all instances \( s(i) \) of the statements \( s \in \Omega_L \) of a program in such a way that dependent instances are executed in the correct order (i.e., source before target):

\[
\Theta : \Omega_L \times I_{s \in \Omega_L} \rightarrow \mathbb{N}
\]

with

\[
(\forall i, j : i \in I_{s_1}, j \in I_{s_2}, s_1(i) \delta s_2(j) : \Theta(s_1, i) \leq \Theta(s_2, j) + 1)
\]

The latter property is called the schedule property.

The latency of a schedule is the number of time steps used, i.e., the highest minus the lowest time step.

4.1.2 Definition

A (one-dimensional) affine schedule is a set of affine functions \( X_s \) (one for each statement), which satisfy the schedule property:

\[
\Theta : \Omega_L \times I_{s \in \Omega_L} \rightarrow \mathbb{Q}^+ : (s, i) \rightarrow X_s i + c_s
\]

A locally shifted affine schedule is an affine schedule which has the same function \( X \) for every statement. Only the constants may differ:

\[
\Theta : \Omega_L \times I_{s \in \Omega_L} \rightarrow \mathbb{Q}^+ : (s, i) \rightarrow X i + c_s
\]

Note that such an \( X \) only can exist if the nesting depth of all statements is equal. If we omit the constants \( c_s \), we obtain a linear schedule, which is exactly the same for all statements:

\[
\Theta : I \rightarrow \mathbb{Q} : i \rightarrow X i
\]

Remark

We allow rational time for affine schedules, which does not conform with the original definition of a schedule. But it does not mean that the granularity of time is refined. Since \( \Theta \) must satisfy the schedule property, the time difference between two dependent operations is at least 1. We use the interpretation \(|\Theta|\) of \( \Theta \) in order to come back to integral results:

\[
|\Theta| : \Omega_L \times I_{s \in \Omega_L} \rightarrow \mathbb{N} : (s, i) \rightarrow |X_s i + c_s|
\]

Note that \(|\Theta|\) satisfies the schedule property, if \( \Theta \) does. As the Gaussian brackets would complicate the scheduling process, we omit them and expect that subsequent modules use the correct interpretation (which is \(|\Theta|\)).
4.1.3 Definition

Since $X$ is a $(1, \dim(I_s))$-matrix, it can be interpreted as the normal vector of a hyperplane:

$$H = \{ i \in I_s : X_i = 0 \}$$

If we restrict ourselves to perfectly nested loops (i.e., $(\forall s : s \in \Omega_L : I_s = I)$), we get the notion of a **strictly separating hyperplane**:

$$X \text{ linear schedule } \iff (\forall i, j : i \in I, j \in I, s_1(i) \delta s_2(j) : X(j - i) \geq 1)$$

Thus, it can be viewed as a synonym for linear schedule.

We call $X'$ (the normal vector of a) **weakly separating hyperplane**, if the scalar product is at least always nonnegative:

$$(\forall i, j : i \in I, j \in I, s_1(i) \delta s_2(j) : X'(j - i) \geq 0)$$

Note that $X'$ does not satisfy the schedule property anymore.

**Remark**

Geometrically, a linear schedule “slices” the index space with equidistant parallel hyperplanes (Fig. 4.1). The schedule property implies that there is a smallest possible distance between two hyperplanes. All statement instances in this slice can be computed in parallel.

![Fig. 4.1: Slicing the index space with parallel hyperplanes](image)
4.1.4 Definition

Although for all loop programs there exists at least one schedule (the original sequential execution order), this schedule might not be affine since the degree of parallelism might not be high enough. To be able to schedule all loop programs, we make the extension to multi-dimensional affine schedules, defined as follows:

$$\Theta : \Omega_L \times I_{s \in \Omega_L} \rightarrow \mathbb{Q}^n : (s, i) \rightarrow (X^1_i + c^1_s, \ldots, X^n_i + c^n_s)$$

with $n$ as the dimensionality of the schedule. The lexicographic order of $\mathbb{Q}^n$ is used for checking the schedule property of $\Theta$.

Remark

Multi-dimensional time seems to be confusing at first sight. To get an idea you may, for example, think of a clock. Hours establish the first, minutes the second and seconds the third dimension.

The great advantage of multi-dimensional affine schedules is their natural link to loop nests. An $n$-dimensional schedule can be interpreted as a perfect nest of $n$ (sequential) loops. So for these programs one, (purely sequential) schedule can be immediately given: the identity $I \rightarrow I : i \rightarrow i$.

Geometrically, a multi-dimensional affine schedule can be viewed as a sequence of weakly separating hyperplanes followed by one strictly separating hyperplane, followed by a sequence of arbitrary hyperplanes. These are the sufficient and necessary conditions for multi-dimensional affine functions to have the schedule property (cf. with the definition of the lexicographic order (Def. 2.2.1)).

This already gives an idea of the strategy the Darte-Vivien scheduler uses: recursively divide the reduced dependence graph with weakly separating hyperplanes until a strictly separating hyperplane can be found for all edges of its subgraphs.

4.2 Systems of Uniform Recurrence Equations

Now, we turn our attention away from loop programs for a while. Let us examine systems of uniform recurrence equations, for they are useful for coding dependence relations and possible execution orders. The gap to loop programs is closed in Section 4.3.

First, we introduce some basics notions used by Karp et al.
4.2. Systems of Uniform Recurrence Equations

4.2.1 Definition

A system of uniform recurrence equations (SURE) is a finite set of equations of the form:

\[ V_k(i) = \begin{cases} f(V_{k_1}(i - d_{k_1}), \ldots, V_{k_m}(i - d_{k_m})) & i \in I \\ z \in Z & i \in \mathbb{Z}^n \setminus I \end{cases} \]

where

- \( k \) is the number of the current equation,
- \( I \subseteq \mathbb{Z}^n \) is a totally bounded set, called the index space,
- \( i \in I \) is the iteration vector,
- \( V_k \) is initialized with a value \( z \) of some set \( Z \) outside the index space \( (i \not\in I) \) and computed by the given equation inside the index space,
- \( f_k \) is an arbitrary function with \( m_k \) arguments:
  \[ f_k : \mathbb{Z}^{m_k} \rightarrow \mathbb{Z} \]
- \( d_{l,k} \in \mathbb{Z}^n \ (1 \leq l \leq m_k) \) are called distance vectors.

4.2.2 Example

The following system will serve as an example throughout this section:

\[
\begin{align*}
  a(i,j,k) &= b(i-1,j+1,k) + a(i-1,j-1,k-1) \\
  b(i,j,k) &= v(i,j,k) + b(i,j,k-1) \\
  v(i,j,k) &= a(i,j-1,k) + v(i,j,k+1)
\end{align*}
\]

with index space \( I = \{0, \ldots, n\}^3 \).

4.2.3 Definition (Dependence Graph)

Explicitly, SUREs describe only the flow of data, not the flow of execution. All values \( V_{k_1}(i - d_{k_1}), \ldots, V_{k_m}(i - d_{k_m}) \) have to be computed before \( V_k(i) \) can be computed. For that reason, \( V_k(i) \) depends on these values. This implicitly restricts the execution order of the system.
In analogy to loop programs with uniform dependences, we can define an expanded dependence graph (EDG), whose vertices are the elements of the index space, or the reduced dependence graph (RDG), whose vertices are the equations (cf. Sec. 3.1). The RDG is constructed in the following way:

- Each vertex $v_k$ corresponds to one variable $V_k$.
- Each dependence $V_l(i - d_{l,k}) \delta V_k(i)$ becomes an edge from $V_l$ to $V_k$, weighted by the vector $d_{l,k}$.

![Diagram of RDG for Example 4.2.2]

Fig. 4.2: Reduced dependence graph of Example 4.2.2

The expanded dependence graph can be obtained from the reduced one, if the index space $I$ is known.

The dependence graph for Example 4.2.2 is depicted in Figure 4.2.

4.2.4 Remark (Differences to Loop Programs)

SUREs look very similar to perfectly nested loops with uniform dependences, as for both the notion of an index space and a reduced dependence graph exists. But we have already stated a difference: SUREs keep the execution order implicit.

There is another important difference: distance vectors in SUREs are allowed to be negative according to the lexicographic order. This does not make sense for distances in loop programs, because there we have the idea of (irreversible) time.

This allows that much more complicated programs can be modelled by SUREs. It is easy to write down an equivalent SURE for any perfect loop nest but
not vice versa. There are even SUREs which are not computable at all. Karp, Miller and Winograd present a recursive decomposition algorithm of the RDG for deciding computability. Darte and Vivien show that this algorithm — in a modified version — is the key for finding multi-dimensional affine schedules for SUREs.

4.2.5 Theorem

A SURE is not solvable (not computable) iff its expanded dependence graph contains a cycle.

Proof

A SURE with $n$ equations is not computable if:

$$(\exists (k, i) : 1 \leq k \leq n, \ i \in I : V_k(i) \text{ not computable})$$

1. The SURE is not computable $\Rightarrow$ the EDG contains a cycle.

Assumption: The EDG is acyclic.

Perform the following search on the EDG:

(a) Mark the vertex $(k, i)$ in the EDG. $(k, i)$ not computable $\Rightarrow$ at least one of the instances $(k_1, i - d_1), \ldots, (k_m, i - d_m)$ on which it depends is not computable.

(b) For each vertex in the list of not computable sources of dependence edges do:

- **vertex is marked:** cycle found in contradiction to the assumption.
- **vertex is not marked:** repeat Step (a) and (b) for all sources of incoming dependence edges.

Since $I$ is a bounded subset of $\mathbb{Z}^n$ and therefore finite, and in each iteration of the search either a cycle is found or the number of marked vertices is increased, the search must terminate. And it always terminates in finding a cycle which is a contradiction to the assumption.

2. The EDG contains a cycle $\Rightarrow$ the SURE is not computable.

Then we can find a vertex $(k, i)$ included in the cycle. This vertex depends on itself:

$$V_k(i) \leftarrow \cdots \leftarrow V_k(i) \leftarrow \cdots \leftarrow V_k(i) \ldots$$

There is an infinite chain of dependences and hence $V_k(i)$ is not computable. $\square$
Remark

The proof of the theorem above is based on the fact that $I$ is a finite set or, in other words, it is based on the polytope model. It fails for the polyhedral model, for which acyclic and not computable SUREs exist. Just look at

$$a(i) = f(a(i + 1))$$

$(I = \mathbb{N})$.

All methods presented in this chapter are based on the fact that insolvability can be detected by cycles in the EDG. This does not mean that the scheduler cannot be used for the polyhedral model, just that additional checks are necessary.

4.2.6 Motivation

Primarily we want to find schedules, not unsolvable SUREs (for which we cannot succeed in finding a schedule). But we cannot simply expect that a given SURE has a one-dimensional affine schedule. Nevertheless, we can try to find such a one-dimensional schedule.

The method is based entirely on the reduced dependence graph (RDG) of the system. First, we reformulate the condition for a strictly separating hyperplane in graph theory. For an edge $e \in E$ of a graph $G = (V, E)$, whose weight $w(e)$ is a distance vector which is oriented from source vertex $s(e)$ to target vertex $t(e)$, we get:

$$Xw(e) + c_{t(e)} - c_{s(e)} \geq 1$$

A weakly separating hyperplane $X$ satisfies:

$$Xw(e) + c_{t(e)} - c_{s(e)} \geq 0$$

If a hyperplane $X$ and constants $c_v$ are given, we are able to check for every edge independently, if $X$ is strictly or weakly separating (or not separating at all).

Now, the goal is to find a hyperplane $X$ and constants $c_v$ for each vertex, such that $X$ is weakly separating for all edges and strictly separating for as many edges as possible:

$$\max \{ |E_S| : E_S \subset E :$$

$$(\forall e : e \in E_S : Xw(e) + c_{t(e)} - c_{s(e)} \geq 1) \land$$

$$(\forall e : e \in E \setminus E_S : Xw(e) + c_{t(e)} - c_{s(e)} \geq 0) \}$$

(1)
This maximization problem can be solved by linear programming. Note that it always has a solution, since $X = 0$ is always a weakly separating hyperplane for all edges.

But how about $E_S \subseteq E$? No linear schedule can exist for the whole system, or else we would have found it by means of linear program (1). But we can try again to find a strictly separating hyperplane for the subset of edges $E \setminus E_S$ (which should be easier than for $E$). This suggests a recursive decomposition of the graph until a strictly separating hyperplane is found for all edges.

The decomposition is based on the computability check of Karp, Miller and Winograd. So we introduce this algorithm first, and then, we use it as a vehicle for the scheduling algorithm.

4.2.7 The Computability Check of Karp, Miller and Winograd

The computability check is a decomposition algorithm of the SURE's reduced dependence graph. The theoretical background is provided by means of two lemmata.

- The first lemma shows how to decide computability using the RDG rather than the EDG: the RDG must not contain a null-weight cycle.

- The second lemma is about how to find a null-weight cycle in graph:

  1. Find a null-weight multicycle (which is easier, since every null-weight cycle is a null-weight multicycle, but not vice versa). This can be done by solving a system of linear equations as we shall see in Section 4.2.8.

  2. Check if this multicycle is strongly connected, since this implies that one of its cycles has null weight.

4.2.7.1 Lemma

There is a cycle in the EDG iff there is a null-weight cycle in the RDG.

**Proof**

Let $C = (v_1,j_1) \rightarrow \ldots \rightarrow (v_{k-1},j_{k-1}) \rightarrow (v_1,j_1)$ be a cycle in the EDG.

Then for each edge of $C$ oriented from $(v_{i-1},j_{i-1})$ to $(v_i,j_i)$ there is a corresponding edge from $v_{i-1}$ to $v_i$ with weight $(j_i - j_{i-1})$ in the RDG. These edges still form a cycle in the RDG. The weight of this cycle is the distance
of the first to the last vertex of the path $C$, which is $0$, since $C$ is a cycle in the EDG.

Let $C' = v_1 \xrightarrow{d_1} \ldots \xrightarrow{d_{k-1}} v_{k-1} \xrightarrow{d_k} v_1$ be a null-weight cycle in the RDG.

For each edge $(v_j, v_j + 1)$ of $C'$ with weight $d_j$ an edge

$$(v_j, \sum_{i=1}^{j-1} d_i + d_0) \rightarrow (v_{j+1}, \sum_{i=1}^{j} d_i + d_0)$$

of the EDG exists. These edges form a cycle, since the first and the last vertex are the same:

$$(v_1, \sum_{i=1}^{c} d_i + d_0) = (v_1, 0 + d_0)$$

$\square$

### 4.2.7.2 Lemma

$G$ contains a strongly connected null-weight multicycle iff $G$ contains a null-weight cycle.

**Proof** [DV94, p. 10]

### Example

Consider the null-weight multicycle in Figure 4.3 for example. It is strongly connected and, therefore, must contain a null-weight cycle.

Null-weight multicycle consisting of two subcycles:

$$C_1 = b \rightarrow c \rightarrow d \rightarrow e \rightarrow b$$

$$C_2 = b \rightarrow a \rightarrow e \rightarrow b$$

Then: $w(C_1) = -1$, $w(C_2) = 1$.

For example, a null-weight cycle is:

$$C = b \rightarrow c \rightarrow d \rightarrow e \rightarrow b \rightarrow a \rightarrow e \rightarrow b$$

*Fig. 4.3: Null-weight cycle inside a null-weight multicycle*
4.2.7.3 The Algorithm

With the two preceding lemmata an algorithm for checking the computability of a SURE represented by its RDG can be formulated.

We try to find a null-weight cycle. So we look first for the maximum null-weight multicycle $G'$ of the RDG $G$. A null-weight cycle can only be part of one of the strongly connected components $G'_1, \ldots, G'_s$ of $G'$. These components may or may not contain another null-weight multicycle. So we do the same check as for $G$ recursively to the components. If we find a strongly connected null-weight multicycle, this means that the SURE is not computable according to Lemma 4.2.7.2. If we do not find one, the SURE is computable.

**Boolean Check ($G$)**

1. Find the maximum null-weight multicycle $G'$ of $G$.
   - If $G'$ is empty, **Return True**.
   - If $G'$ is strongly connected, **Return False**.
2. Compute the $s$ strongly connected components of $G'$.
   **Return** $\text{Check} (G'_1) \land \ldots \land \text{Check} (G'_s)$.

Algorithm **Check** will be used as the skeleton of the scheduling algorithm for SUREs (Sec. 4.2.10).

A method to compute the maximum null-weight multicycle of a graph is needed in order to implement the algorithm. This is the subject of the next section.

4.2.8 Construction of the Maximum Null-Weight Multicycle $G'$

Efficiency is the reason why we look for null-weight multicycles rather than for null-weight cycles. The latter is more difficult. Multicycles can be found easily by solving linear equations. The method is presented in this section.

4.2.8.1 Definition

The **connection matrix** $C$ of a graph $G = (V, E)$ is a $|V| \times |E|$-matrix. Each row corresponds to a vertex of $G$ and each column to an edge of $G$. If the $j$-th edge of $G$ is oriented from vertex $i$ to vertex $k$, then we let $C_{i,j} = -1$.
and $C_{k,j} = 1$ and set all other entries in the column $j$ to 0. For a self loop $j$, the complete column $j$ is set to 0.

The weight matrix $W$ of a graph $G = (V, E)$ is an $(n, |E|)$-matrix for $n$-dimensional weights. Each column of $W$ equals the weight of one edge.

**Example**

For our Example 4.2.2, we get as connection and weight matrix:

$$C = \begin{pmatrix}
0 & -1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & 1 & 0 & -1 & 0 & 0
\end{pmatrix} \quad W = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & -1 & 0 & 3 & 0
\end{pmatrix}$$

**4.2.8.2 System of Equations for a Null-Weight Multicycle**

By means of the connection matrix, a multicycle of $G$ can be found as follows:

$$Cq = 0 \quad \text{for a vector } q \in \mathbb{N}^{|E|}$$

An entry $q_i \geq 1$ of $q$ signals that the edge is part of the multicycle.

With the weight matrix $W$, the weight of a cycle represented by a vector $q$, as defined above, can be checked. To be a null-weight multicycle, $q$ must meet the following conditions:

$$Cq = 0 \land Wq = 0$$

or, if we combine both matrices to a single matrix $B$:

$$Bq = 0 \quad \text{for the matrix } B = \begin{pmatrix}
C \\
W
\end{pmatrix}$$

Rational solutions for $q$ can always be made integral by scaling them with the common denominator. Then each entry $q_i$ tells how many times edge $i$ is traversed in the null-weight multicycle.

**Example**

Example 4.2.2 contains a null-weight multicycle, since we find a solution $q \neq 0$ for $Bq = 0$: $q = (0, 0, 3, 0, 1, 0)^T$. The multicycle is depicted in Figure 4.4.
Now it is possible to formulate the problem as a linear program. A new variable \( v \) is introduced in order to change the maximization problem into a minimization problem. This is necessary, as we cannot maximize \( q \), because there is no upper bound for \( q \) (for a solution \( q \), also \( nq \) is a solution for \( n \in \mathbb{N} \)):

\[
\min \left\{ \sum_{i=0}^{\left| E \right|} v_i : v, q \in (\mathbb{Q}^+)^{\left| E \right|} : q + v \geq 1, \ Bq = 0 \right\} \tag{2}
\]

The next lemma states the correctness of this linear program and gives an interpretation of vector \( v \).

**4.2.8.4 Lemma**

For any optimal solution \((q,v)\) of linear program (2):

\[
(\forall i : i \in \{1, \ldots, |E|\} : \begin{align*}
v_i = 0 & \iff e_i \in G' \\
v_i = 1 & \iff e_i \not\in G'
\end{align*}
\]

i.e., \( v \in \{0,1\}^{\left| E \right|} \). An entry \( v_i = 0 \) of \( v \) marks edge \( e_i \) as an element of the null-weight multicycle, whereas \( v_i = 1 \) indicates that it does not belong to this multicycle.

**Proof**

- Let \( v_i = 0 \). \( v_i + q_i \geq 1 \implies q_i \geq 1 \implies e_i \in G' \).
- Let \( v_i = 1 \). Then \( q_i = 0 \) (since \( v_i + q_i \geq 1 \) and \( v \) optimal) \( \implies e_i \not\in G' \).
• Let \( e_i \in G' \). Then \( q_i > 0 \).
  
  Assumption: \( v_i > 0 \) \( \Rightarrow q_i < 1 \). \( q_i = \frac{q_i'}{q_i} \)
  
  Scale \( q \) with the denominator of \( q_i \): \( \tilde{q} = q \cdot q_i^d \)
  
  \( \Rightarrow \tilde{q}_i \geq 1 \) \( \Rightarrow \tilde{v}_i = 0 \) \( \Rightarrow \tilde{v}_i < v_i \).
  
  \( \Rightarrow v \) not optimal and hence the assumption is wrong.

• Let \( e_i \notin G' \). Then \( q_i = 0 \) \( \Rightarrow v_i = 1 \).

\[ \square \]

Remark

Now we have everything ready to implement the decomposition algorithm Check. The next theorem states that checking computability is closely related to finding a schedule. This theorem is the heart of the method.

4.2.9 Theorem

The set of edges of the maximum null-weight multicycle \( G' \) of an RDG \( G \) is equal to the minimum set of edges for which only a weakly separating hyperplane can be found.

Proof

The proof is based on the construction of the dual to linear program (2). First, we transform (2) to a normal form containing only equations and constraints for the variables to be nonnegative. We do so by introducing a vector \( s \) of slackness variables:

\[
\min \{ \sum_{i=0}^{\mid E \mid} v_i : v, q, s \in (\mathbb{Q}^+)^{\mid E \mid} : q + v - s = 1, Bq = 0 \} \tag{3}
\]

We multiply the system of equations by \((-1)\) which does not affect the solution:

\[
\min \{ \sum_{i=0}^{\mid E \mid} v_i : v, q, s \in (\mathbb{Q}^+)^{\mid E \mid} : q + v - s = 1, -Bq = 0 \}
\]

For a better understanding of the construction of the dual, we combine all variables to a single vector \( y \) and normalize the objective function as the scalar product with a vector \( b \):

\[
\min \{ by : b, y \in \mathbb{Q}^{\mid E \mid} : y \geq 0, Ay = d \}
\]
Taking a closer look at \( A \), \( d \), \( b \) and \( y \) reveals (\( I_{|E|} \) denotes the \((|E|, |E|)\) identity matrix):

\[
A = \begin{pmatrix}
I_{|E|} & I_{|E|} & -I_{|E|} \\
-\mathbf{C} & 0 & 0 \\
-W & 0 & 0
\end{pmatrix}, \quad d = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\]

\[
b = \begin{pmatrix}
0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0
\end{pmatrix}_{|E| \times |E| \times |E| \times |E| \times |E| \times |E|}
\]

\[
y = (q_1, \ldots, q_{|E|}, v_1, \ldots, v_{|E|}, s_1, \ldots, s_{|E|})^T
\]

The dual of this optimization problem is [Sch86, p. 90]:

\[
\max \{ \ d^T \mathbf{x} : \ d, \mathbf{x} \in \mathbb{Q}^{|E|+|V|+n} : A^T \mathbf{x} \leq \mathbf{b}^T \}
\]

\((n: \text{dimensionality of the weights, } |V|: \text{number of vertices})\)

in detail:

\[
A^T = \begin{pmatrix}
I_{|E|} & -\mathbf{C}^T & -\mathbf{W}^T \\
I_{|E|} & 0 & 0 \\
-I_{|E|} & 0 & 0
\end{pmatrix}, \quad \mathbf{b}^T = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}
\]

Provided that there is a solution for both, the primal and the dual problem, we can conclude that \( \mathbf{by} = d^T \mathbf{x} \). This is true here. Set \( v = 1 \), \( q = 0 \) and \( s = 0 \) for a solution of the primal and \( \mathbf{x} = 0 \) for a solution of the dual.

Next we divide the solution vector \( \mathbf{x} \) again:

\[
\mathbf{x} = (z_1, \ldots, z_{|E|}, X_1, \ldots, X_n, c_1, \ldots, c_{|V|})^T
\]

With these new variables the problem looks like:

\[
\max \{ \ \sum_{i=0}^{|E|} z_i : \ z \in \mathbb{Q}^{|E|} : 0 \leq z \leq 1 \land -\mathbf{W}^T \mathbf{x} - \mathbf{C}^T \mathbf{c} + I_{|E|} \mathbf{z} \leq 0 \}
\]

(4)
Remember that the columns of $C$ and $W$ represent edges of $G$. If we pick the $i$-th inequality (representing an edge $e$), we get something quite familiar:

$$Xw(e) - c_t(e) + c_s(e) \geq z_i$$

The dual program calculates separating hyperplanes. So we are almost finished. Now recall linear program (1):

$$\max \{ |E'| : E' \subseteq E : \forall e : e \in E' : Xw(e) + c_t(e) - c_s(e) \geq 1 \}$$

which, based on (4), can be rewritten to

$$\max \{ \sum_{i=0}^{|E|} z_i : z \in \{0, 1\}^{|E|} : \forall e_i : e_i \in E \land 1 \leq i \leq |E| : Xw(e_i) + c_t(e_i) - c_s(e_i) \geq z_i \}$$

In order to prove that linear program (4) is really equivalent to (1), it is essential that $z \in \{0, 1\}^{|E|}$. For the completion of this proof it remains to show that

$$z = v$$

(which implies $z \in \{0, 1\}^{|E|}$).

This equation is proved by the complementary slackness theorem [Sch86, p. 95]. Please refer to [DV94, p. 16] for the proof.

**Remark**

Theorem 4.2.9 shows that the “critical” edges are the same for checking computability and for looking for a schedule. Therefore, the decomposition algorithm Check of Section 4.2.7.3 can be used as a skeleton for a scheduling algorithm. $G'$ contains all edges, for which no strictly separating hyperplanes can be found. We determine $G'$ by solving linear program (5). Simultaneously, a hyperplane $X$ and constants $c_1, \ldots, c_{|V|}$ are obtained.

During the recursive calls of Check, a sequence of weakly separating hyperplanes $X^1, \ldots, X^{d-1}$ followed by a strictly separating hyperplane $X^d$ and constants $c^1_v, \ldots, c^d_v$ are computed for each vertex. Together, they form a $d$-dimensional affine schedule for that vertex. The depth $d$ of the decomposition and, therefore, the dimensionality of the schedule may vary for different vertices.

We are now able to present (a first version of) the scheduling algorithm due to Darte and Vivien.
4.2. Systems of Uniform Recurrence Equations

4.2.10 Scheduling Algorithm for SUREs

This is basically the same algorithm as CHECK, only the method to compute the null-weight multicycle has changed from linear program (2) to (5). This linear program yields not only the decomposition, but also a separating hyperplane and constants for all vertices.

Note that — in contrast to [DV94, DV96] — the RDG is not required to be strongly connected. Refer to Section 4.2.13 for a detailed discussion of this change.

\[
\text{DARTE-VIVIEN} \ (G, k) \quad \text{(SURE version)}
\]

1. Find the maximum null-weight multicycle \(G'\) of \(G\).

2. Select a vector \(X^k\) and for each vertex \(v \in G\) a constant \(c_v^k\) such that:

\[
\forall e : e \in G \setminus G' \quad X^k w(e) + c_{t(e)}^k - c_{s(e)}^k \geq 1
\]

\[
\forall e : e \in G' \quad X^k w(e) + c_{t(e)}^k - c_{s(e)}^k \geq 0
\]

3. If \(G'\) is empty, Return.

4. If \(G'\) is strongly connected, \(G\) is not computable. Stop.

5. Decompose \(G'\) to its strongly connected components \(G'_i\) and call \(\text{DARTE-VIVIEN}(G'_i, k+1)\) for each of them.

Before we give an example in Section 4.2.12, we present a method for choosing the hyperplane \(X\) in the previous algorithm.

4.2.11 Optimizing the Hyperplane \(X\)

Linear program (5) provides a hyperplane \(X\), yet the quality of \(X\) is unknown. \(X\) does not appear in the objective function and, therefore, is not subject to optimization. There is some degree of freedom in choosing \(X\). A criterion for a hyperplane to be optimal is needed. As we want to speed up the execution of the input program, we choose the latency of the target program as this criterion.

To find a schedule with optimum latency, the index space \(I\) must be consid-
The latency $l$ is defined as follows:

$$l = \max \left\{ t : t \in \mathbb{N}, \, i, j \in I, \, v_i, v_j \in V : t = |\Theta(v, i) - \Theta(v, j)| \right\}$$

Minimizing $l$ is a complex task which is performed, for example, by the Feautrier scheduler [Fea92a, Fea92b]. In order to keep the scheduling algorithm fast, we use a simpler method.

It is much easier not to consider the index space. If we assume a cubic index space, it is a good heuristic to minimize the norm of $X$, since this will minimize the range of the scheduling function. For a single hyperplane we are looking for:

$$\min \left\{ \|X\| : X \in \mathbb{Q}^n \, : \, X \text{ is valid hyperplane} \right\} \quad (6)$$

Here, valid values for $X$ are solutions of linear program (5). Using the Manhattan norm, a linear program can find a vector of minimum norm [DV95b]. Each variable is divided into an additive and a subtractive part and both are minimized:

$$\min \left\{ \|a\| : a \in \mathbb{Q}^n \right\}$$

$$= \min \left\{ \sum_{i=0}^{n} |a_i| : a \in \mathbb{Q}^n \right\}$$

$$= \min \left\{ \sum_{i=0}^{n} (a_i^+ + a_i^-) : a \in \mathbb{Q}^n, \, a^+, a^- \in (\mathbb{Q}^+)^n \land a = a^+ - a^- \right\}$$

We can combine linear programs (5) and (6) to a single, nested linear program. We optimize according to the objective function of (5) and then according to (6). So we can be sure to find the maximum set of edges for which strictly separating hyperplanes can be found, and then to look for the best hyperplane consistent with this set of edges:

$$\min \left\{ \|X\| : X \in \mathbb{Q}^n \, : \, \max \left\{ \sum_{i=0}^{[E]} z_i : z \in \{0, 1\}^{[E]} : \right. \right.$$  

$$\left. (\forall e_i : e_i \in E : Xw(e_i) + c_{i(e_i)} - c_{i(e_i)} \geq z_i) \right\} \right\} \quad (7)$$

### 4.2.12 Example

Let us demonstrate the algorithm on Example 4.2.2. Its RDG $G_0$ can be found in Figure 4.2. We know already that it contains a null-weight multicyle (Fig. 4.4) and expect, therefore, at least a two-dimensional schedule.
1. Call Darte-Vivien \((G_0, 1)\)

\(z, X^1 \) and \(c^1_a, c^1_b, c^1_v\) must satisfy the following constraints:

\[
\begin{align*}
X^1_1 + X^1_2 + X^1_3 & - c^1_a + c^1_v \geq z_1 \\
+ X^1_2 & - c^1_a + c^1_v \geq z_2 \\
- X^1_3 & - c^1_v + c^1_v \geq z_3 \\
& - c^1_v + c^1_b \geq z_4 \\
3X^1_3 & - c^1_b + c^1_b \geq z_5 \\
X^1_1 + X^1_2 & - c^1_b + c^1_a \geq z_6
\end{align*}
\]

Optimal solutions according to linear program (7) are:

\(z = (1, 1, 0, 1, 0, 1), \ X^1 = (0, 1, 0), \ c^1_a = 0, \ c^1_v = 0, \ c^1_b = 1\)

\(G_0\) contains a multicycle of null-weight consisting of the self loops through \(v\) and \(b\) (as already depicted in Figure 4.4).

Both self loops form a strongly connected component. Let us call them \(G_1\) and \(G_2\).

(a) Call Darte-Vivien \((G_1, 2)\)

One inequality has to be considered:

\[- X^2_3 - c^2_v + c^2_v \geq z\]

The optimal solution is \(z = 1, \ X^2 = (0, 0, -1)\) and \(c^2_v = 0\).

(b) Call Darte-Vivien \((G_2, 2)\)

Again, just a single inequality has to be considered:

\[3X^2_3 - c^2_b + c^2_b \geq z\]

The optimal solution is \(z = 1, \ X^2 = (0, 0, \frac{1}{3})\) and \(c^2_b = 0\).

We have obtained a one-dimensional schedule for vertex \(a\) and two-dimensional schedules for \(b\) and \(v\):

\[
\begin{align*}
\Theta(a, (i, j, k)) &= j \\
\Theta(b, (i, j, k)) &= (j + 1, \frac{1}{3}k) \\
\Theta(v, (i, j, k)) &= (j, -k)
\end{align*}
\]

The schedule of \(b\) does not mean that we allow rational time steps. It says that three instances of \(b\) can be computed at the same time step.
4.2.13 Not Strongly Connected RDGs

In [DV94] the RDG is required to be strongly connected. This requirement is a consequence of the decomposition algorithm Check of Karp, Miller and Winograd [KMW67]. We have introduced Check differently, because it is an optimization than rather a requirement. Lemma 4.2.7.2 shows that a null-weight cycle can only be part of a strongly connected component. So it is sufficient for a computability check to divide the graph into strongly connected components and to look at these components separately.

In order to obtain a valid schedule, either the complete dependence graph must be considered, or, if only schedules for components can be derived, the partial solutions must be linked together afterwards. So two variants are presented below: the first handles not strongly connected RDGs differently for the first scheduling dimension and the second applies Darte-Vivien directly to it.

4.2.13.1 Scheduling the Strongly Connected Components

(Hypergraph Method)

In [DV94] Darte and Vivien suggest to condense each strongly connected component to a single hypervertex. The resulting graph is definitely acyclic (each cycle disappears inside a strongly connected component) and can be scheduled by means of graph algorithms. So the first scheduling dimension consists of constant schedules for all vertices, depending on the strongly connected components to which they belong. Scheduling the components with Darte-Vivien then starts with the second dimension.

The simplest method is a topological sort of the vertices which is always possible for acyclic graphs [Jun94]. But the resulting schedule is purely sequential: it does not exploit any parallelism contained in the hypergraph.

For our purpose, a specially tailored algorithm is more appropriate. The main idea of the following algorithm SCHEDULE-ACYCLIC is to wait, for each vertex, until all predecessors are scheduled and then schedule that vertex at the maximum of the times of all predecessors plus 1. It is equivalent to the proof of [Ban93, Theorem 1.1].
4.2. Systems of Uniform Recurrence Equations

\textbf{Schedule-Acyclic}(G)

\textbf{Schedule-Vertex}(v)

\begin{algorithmic}
  \State \textbf{if} all predecessors of $v$ are scheduled \textbf{then}
  \State $c_v = \max \{ c_x : x \text{ predecessor of } v \} + 1$
  \For {all not scheduled successors $y$ of $v$}
  \State \textbf{Schedule-Vertex}(y)
  \EndFor
\EndIf
\While {a not scheduled vertex $v$ of $G$ can be found}
  \State \textbf{Schedule-Vertex}(v)
\EndWhile
\end{algorithmic}

The while loop calls \textbf{Schedule-Vertex}(v) in the worst case $|V|^2$ times, because at any time at least one vertex is ready to be scheduled (otherwise a cycle has been found). A call of \textbf{Schedule-Vertex}() causes at most $|V|$ recursive calls, since a recursive call only occurs if a vertex has been scheduled before. Thus, the algorithm always terminates. Note that the schedule property holds during the entire run of the algorithm for the subgraph of scheduled vertices. All vertices are scheduled, otherwise the algorithm would not terminate.

![Graph](image)

\textbf{Fig. 4.5: Example of scheduling an acyclic graph}

\subsection*{4.2.13.2 Direct Scheduling of the RDG}

If we compute the maximum null-weight multicycle $G'$ with linear program \((7)\), the hyperplane $X$ is correct for all vertices, regardless of whether the graph is strongly connected or not. The recursive calls of \textsc{Darte-Vivien} at level...
1 get the strongly connected components of \( G' \) as input. Thus, a problem can only occur at the top level \((k = 0)\).

\( G' \) may contain multicycles that have null weight only across different strongly connected components. Thus, \( G' \) is a superset of the union of all null-weight multicycles of the strongly connected components.

So it may seem that the direct method is not as good as the hypergraph method, because more edges are assumed to be critical than is really necessary. But mind that the other variant does not even try to find a linear schedule for the whole graph.

A further optimization of the direct method is to divide the RDG into its connected components (Def. 2.3.2), as these are clearly independent and can therefore be handled separately:

\[
\text{Schedule-RDG}(G)
\]

1. Decompose \( G \) to its connected components \( G_0, \ldots, G_c \).

2. call \textsc{Darte-Vivien} \((G_i)\) for each of them.

\textbf{Remark}

This variant often yields more compact schedules than the variant of Section 4.2.13.1, though latency may be equal or even worse. Of course, a two-dimensional schedule with a constant in the first dimension has linear latency. But technically it uses two dimensions which complicates the merging with the allocation.

The question of which variant results in a better schedule remains to be answered. Examples can be found for each. But the latency of the direct method is often only a fraction of the latency of the hypergraph method (Ex. 4.6). On the other hand we found constant delays only if the direct method is slower (Ex. 4.8). Unfortunately this only holds for SUREs as introduced so far. In the next section, we will distinguish between two types of vertices. Then, the direct method sometimes results in significantly slower schedules (Ex. 4.3.5).

\subsection*{4.2.13.3 Example}

To put the variants to the test, three examples should be considered \((n(i))\) denotes the number of loop traversals for index \( i \)).
Schedule for hypergraph method:
\[ \Theta(a, (i, j)) = (0, i) \]
\[ \Theta(b, (i, j)) = (1, i) \]

Schedule for direct method:
\[ \Theta(a, (i, j)) = i \]
\[ \Theta(b, (i, j)) = i + 1 \]

Fig. 4.6: Direct method better than hypergraph method

For Example 4.6 the direct method yields a one-dimensional schedule which is indeed faster than the one obtained by the hypergraph method \((n(i) + 1)\) time steps compared with \(2n(i)\) time steps.

Schedule for hypergraph method:
\[ \Theta(a, (i, j)) = (0, -i) \]
\[ \Theta(b, (i, j)) = (1, i) \]

Schedule for direct method:
\[ \Theta(a, (i, j)) = (0, -i) \]
\[ \Theta(b, (i, j)) = (1, i) \]

Fig. 4.7: Direct method equal to hypergraph method

Example 4.7 contains a null-weight multicycle across strongly connected components. The hyperplane found for the first dimension is \(X = 0\) and, therefore, the result is identical to that of the hypergraph method.
Schedule for hypergraph method:
\[
\begin{align*}
\Theta(a, (i, j)) &= (0, i) \\
\Theta(b, (i, j)) &= (1, j)
\end{align*}
\]

Schedule for direct method:
\[
\begin{align*}
\Theta(a, (i, j)) &= i + j \\
\Theta(b, (i, j)) &= i + j + 1
\end{align*}
\]

Fig. 4.8: Hypergraph method better than direct method.

In Example 4.8, both schedules have almost the same latency \((n(i) + n(j))\), though their appearance is quite different.

### 4.3 Application to Perfectly Nested Loops

Now we present the missing link for scheduling loop programs: the transformation of a polyhedral reduced dependence graph to the reduced dependence graph of a SURE. It will turn out that, in the general case of arbitrary dependence polyhedra, we must modify the scheduling algorithm, too.

#### 4.3.1 Transformation Principle

No work has to be done for a polyhedron consisting of a single point. It represents a single distance vector which becomes the edge weight in the RDG. For other polyhedra one can try to add a weighted edge for each element of the distance set, but this is only practical for (small-size) finite polyhedra.

One fundamental property of dependence graphs is transitivity. If a vertex \(s_2\) depends on \(s_1\) and a third vertex \(s_3\) depends on \(s_2\), it depends also on \(s_1\). Formally:

\[
(\forall s_1, s_2, s_3 : s_1 \in G, \ s_2 \in G, \ s_3 \in G : \ s_1 \xrightarrow{w_1} s_2 \land \ s_2 \xrightarrow{w_2} s_3 \implies s_1 \xrightarrow{w_1+w_2} s_3)
\]

Thus, the distance vector \(w_1 + w_2\) is modelled in the graph, but there is no explicit edge for it, only a path.
Now, the idea is to model each element of the dependence polyhedron $P(e)$ by a corresponding path in the reduced dependence graph:

$$\forall d : d \in P(e) : (\exists \text{ path } e_1, \ldots, e_m : e_1, \ldots, e_m \in E : d = \sum_{i=1}^{m} w(e_i))$$

4.3.2 Transforming Direction Vectors

Direction vectors are only special dependence polyhedra, as we have seen in Section 3.1.3. Their structure makes it easy to model them by paths of weighted edges. They are cones with all orthogonal rays and lines. As stated in the proof of Theorem 2.4.6, a line $l \in L$ can be replaced by two rays $l$ and $(-l)$. Therefore, it is sufficient to handle only points and rays. All rays of a direction vector are equal to the canonical base vectors of $\mathbb{Z}^n$. So all integral points inside the cone $P(e) = (\{p\}, \{r_1, \ldots, r_m\}, \emptyset)$ can be expressed by the following formula:

$$\forall d : d \in P(e) \cap \mathbb{Z}^n : (\exists a : a \in \mathbb{N}^n : d = p + \sum_{i=1}^{m} a_i r_i)$$

To model this formula by paths in the dependence graph, we first add a new vertex $v$ to the graph, which we call a virtual vertex. Then we add the following edges:

- an edge $(s_i, v)$ with weight $p$,
- for each ray $r_i$ a self loop $(v, v)$ with weight $r_i$,
- an edge $(v, s_j)$ with weight $0$.

Each path from $s_i$ to $s_j$ traverses once an edge with weight $p$ to the virtual vertex, then maybe many times any sequence of self loops around the vertex. This way, any integral combination of rays is modelled. The edge from $v$ to $s_j$ completes the path. Thus, each possible coefficient $a$ in formula (*) has a corresponding path.

Example

The direction vector $(2+, \ast)$ has the following polyhedral representation:

$$\mathcal{P} = \{(2, 0)\}, \quad \mathcal{R} = \{(1, 0)\}, \quad \mathcal{L} = \{(0, 1)\}$$

For the line in $\mathcal{L}$ two rays are added to $\mathcal{R}$:

$$\mathcal{R} = \{(1, 0), (0, 1), (0, -1)\}, \quad \mathcal{L} = \emptyset$$

The corresponding subgraph is shown in Figure 4.9.
Remark

Note that for a line of $P(e)$ two anti-directed self loops with weights $r$ and $(-r)$ are inserted. This adds a null-weight self loop in the reduced graph which is clearly a self loop in the expanded graph. According to Theorem 4.2.5, this means that the SURE is not solvable anymore. In order to avoid this effect, Darte and Vivien proposed in their first paper on their scheduler [DV94] the insertion of two virtual vertices: one for lexicographically negative and one for lexicographically positive self loops. But the scheduling algorithm must be adapted to the presence of virtual vertices anyway. We will treat virtual and real vertices differently allowing, for example, null-weight cycles on virtual vertices.

4.3.3 Transforming Dependence Polyhedra

Transforming arbitrary dependence polyhedra is a bit more of a challenge. The distance vectors of the polyhedron $P(e) = (P, R, \emptyset)$ can be described in the following way (Theorem 2.4.6):

$$(\forall d : d \in P(e) \cap \mathbb{Z}^n : (\exists a, b : a \in (\mathbb{Q}^+)^{\vert P \vert}, b \in (\mathbb{Q}^+)^{\vert R \vert}, \sum_{\nu=1}^{\vert P \vert} a_{\nu} = 1 : d = \sum_{\nu=1}^{\vert P \vert} a_{\nu} p_{\nu} + \sum_{\varrho=1}^{\vert R \vert} b_{\varrho} r_{\varrho} ))$$

4.3.3.1 Remark

Although the formula looks very similar to the one for direction vectors, we must allow rational coefficients $a$ and $b$ now in order to reach all integer points covered by the polyhedron. As Figure 4.10 shows, even for very simple polyhedra purely integral coefficients do not enumerate all points of the integer lattice.
Since edges of the RDG can either be traversed or not, there is no way to model rational coefficients. One possible solution is to extend the set of rays and points to reach all integer points by integer combinations of them. This is a well-known problem in number theory. The extended sets are called the Hilbert base of \( P(e) \cap \mathbb{Z}^n \) [Sch86]. There are algorithms to find such a base for polyhedral cones [Flo72]. By homogenization of the dependence polyhedron they could be applied in the general case, too. Though possible, this is an expensive operation and the sets \( \mathcal{P} \) and \( \mathcal{R} \) may become very large.

\[
\mathcal{P} = \{(1, 0)\}
\]

\[
\mathcal{R} = \{(1, 1), (1, -1)\}
\]

\[
\mathcal{R}_{\text{Hilbert}} = \{(1, 1), (1, -1), (1, 0)\}
\]

Darte and Vivien choose a different approach in [DV96]. They do not fix the flaw in the transformation. Only the scheduling algorithm is modified in order to ensure correct results for the original polyhedral dependence graph.

### 4.3.3.2 The Construction of the Subgraph

They use a transformation for a polyhedral edge \( e \) with polyhedron \( P(e) \) which is almost the same as for direction vectors. The only difference is that now more than one point has to be modelled. Thus, multiple edges from \( s_i \) to \( v_e \) are inserted. The resulting subgraph is shown in Figure 4.11.

- Add a virtual vertex \( v_e \).
- Add an edge \( (s_i, v_e) \) with weight \( p_v \) for every point in \( \mathcal{P} \).
- Add for each ray \( r_\varphi \) a self loop \( (v_e, v_e) \) with weight \( r_\varphi \).
Add an edge \((v_e, s_j)\) with weight 0.

The transformation does not preserve equivalence in the sense that, for each integer point of an edge’s polyhedron \(P(e)\) of the PRDG \(G_0\), a corresponding path in the transformed RDG \(G_u\) exists. Nevertheless, we shall see that the schedules for \(G_0\) and \(G_u\) are equivalent.

**Remark**

For a better understanding of the differences between \(G_0\) and \(G_u\), we introduce two lemmata. The first lemma states that the transformation preserves null-weight multicycles. This is essential, since the decomposition algorithm is based on the existence of null-weight multicycles. The second lemma states that the subset of distance vectors modelled in \(G_u\) is sufficient to ensure equivalence of the schedules for \(G_0\) and \(G_u\).

### 4.3.3.3 Lemma

Let \(C\) be a dependence cycle of \(G_0\), i.e., a cycle of polyhedral edges. Then, for some integer \(m\), there is a cycle \(C_u\) in \(G_u\) with the same structure as \(C\) and of weight \(\text{mw}(C)\).

**Proof** [DV96, p. 16]

### 4.3.3.4 Lemma

The following implications hold for a polyhedron \(P(e)\) of an edge \(e\) of \(G_0\) with points \(\mathcal{P}\) and rays \(\mathcal{R}\) (\(\mathcal{L} = \emptyset\)):
1. A hyperplane \( X \) is weakly separating for all points contained in \( P(e) \) if it is weakly separating for all elements of \( P \) and \( R \). Formally:

\[
\left( \forall \mathbf{p}, \mathbf{r} : \mathbf{p} \in P, \mathbf{r} \in R : \begin{align*}
X \mathbf{p} + c_v - c_s(e) & \geq 0 \\
X \mathbf{r} + c_v - c_v & \geq 0
\end{align*} \right) \\
\Rightarrow (\forall \mathbf{d} : \mathbf{d} \in P(e) : X \mathbf{d} + c_v - c_s(e) \geq 0)
\]

2. A hyperplane \( X \) is strictly separating for all points contained in \( P(e) \) if it is strictly separating for all points of \( P \) and weakly separating for all rays of \( R \). Formally:

\[
\left( \forall \mathbf{p}, \mathbf{r} : \mathbf{p} \in P, \mathbf{r} \in R : \begin{align*}
X \mathbf{p} + c_v - c_s(e) & \geq 1 \\
X \mathbf{r} + c_v - c_v & \geq 0
\end{align*} \right) \\
\Rightarrow (\forall \mathbf{d} : \mathbf{d} \in P(e) : X \mathbf{d} + c_v - c_s(e) \geq 1)
\]

**Proof**

Let \( \mathbf{d} \in P(e) \). Then exist \( \mathbf{a}, \mathbf{b} \in (\mathbb{Q}^+)^n \), \( \sum_{i=1}^{\vert P \vert} a_i = 1 \):

\[
X \mathbf{d} + c_v - c_s(e) = X \left( \sum_{i=1}^{\vert P \vert} a_i \mathbf{p}_i + \sum_{i=1}^{\vert R \vert} b_i \mathbf{r}_i \right) + c_v - c_s(e)
\]

\[
= \sum_{i=1}^{\vert P \vert} a_i X \mathbf{p}_i + \sum_{i=1}^{\vert R \vert} b_i X \mathbf{r}_i + c_v - c_v \geq 0
\]

\[
\geq \sum_{i=1}^{\vert P \vert} a_i X \mathbf{p}_i + c_v - c_s(e)
\]

\[
= \sum_{i=1}^{\vert P \vert} \left( a_i X \mathbf{p}_i + a_i(c_v - c_s(e)) \right) \quad \text{(since } \sum_{i=1}^{\vert P \vert} a_i = 1)\]

For a weakly separating hyperplane \( X \) (item 1 of the lemma), we continue as follows:

\[
= \sum_{i=1}^{\vert P \vert} a_i \left( X \mathbf{p}_i + c_v - c_s(e) \right) \geq 0
\]

For a strictly separating hyperplane \( X \) (item 2 of the lemma), we continue:

\[
= \sum_{i=1}^{\vert P \vert} a_i \left( X \mathbf{p}_i + c_v - c_s(e) \right) \geq \sum_{i=1}^{\vert P \vert} a_i = 1
\]

\[\square\]
4.3.3.5 The Modified Version of the Scheduling Algorithm

Lemma 4.3.3.3 guarantees that the decomposition of \( G_u \) is correct for \( G_0 \), too, as both graphs have corresponding null-weight multicycles. Lemma 4.3.3.4 shows how to find a strictly or weakly separating hyperplane for a polyhedral edge: all edges of \( G_u \) which are derived from the same polyhedral edge of \( G_0 \) must be kept together during the decomposition, since only the complete set is a correct representation of the dependence polyhedron.

So the adapted scheduling algorithm is:

\[
\text{DART-E-VIVIEN} \ (G, k)
\]

1. Find the maximum null-weight multicycle \( G' \) of \( G \).
2. Add all edges derived from a polyhedral edge \( P(e) \) of \( G_0 \) to \( G' \), if at least one edge of \( G' \) was derived from \( P(e) \).
3. Let \( G'' \) be \( G' \) plus all virtual vertices and all edges which originates at a virtual vertex.
4. Select a vector \( X^k \) and, for each vertex \( v \in G \), a constant \( c^k_v \) such that:
   \[
   \begin{align*}
   \forall e & : e \notin G \setminus G'' \quad : \quad X^k \cdot w(e) + c^k_{t(e)} - c^k_{s(e)} \geq 1 \\
   \forall e & : e \in G'' \quad : \quad X^k \cdot w(e) + c^k_{t(e)} - c^k_{s(e)} \geq 0
   \end{align*}
   \]
5. If \( G' \) is empty or has only virtual vertices, \text{Return}.
6. If \( G' \) is strongly connected, \( G \) is not computable. \text{Stop}.
7. Decompose \( G' \) into its strongly connected components \( G'_i \) and call \text{DART-E-VIVIEN}(G'_i, k + 1) for each of them.

There are two differences to the first version of Section 4.2.10.

- Step 2 ensures that all edges derived from the same polyhedral edge are kept together. If one of them is part of the null-weight multicycle, for all others only weakly separating hyperplanes are computed. This is necessary, because only the complete set of edges is a correct transformation of the original polyhedron. For direction vectors, this step can be omitted.
• For edges starting at virtual vertices only weakly-separating hyperplanes are computed. This is sufficient, as virtual vertices are not scheduled and it is necessary in order to be able to deal with null-weight cycles around virtual vertices.

Now two linear programs have to be solved, one for finding $G'$ and one for finding (and optimizing) $X$ and $c_1, \ldots, c_{|V|}$. For the first linear program (4) or (2) can be used. For the second, linear program (6) can be adapted.

### 4.3.4 Example

The following program matches the SURE of Example 4.2.2. One virtual vertex must be inserted for the nonuniform dependence from Statement $s_1$ to Statement $s_2$ (direction vector $(0, 1, 0-)$). The transformed dependence graph for it is depicted in Figure 4.2.

```plaintext
for i := 0 to n do
    for j := 0 to n do
        for k := 0 to n do
            $a[i, j, k] := b(i - 1, j - 1, k) + a(i - 1, j - 1, k - 1)$ (* $s_1$ *)
            $b[i, j, k] := a(i, j - 1, k + i) + b(i, j, k - 3)$ (* $s_2$ *)
        od
    od
od
```

Applying the modified Darte-Vivien-algorithm yields a slightly different (better) schedule than the one obtained for the equivalent SURE (Ex. 4.2.12). The reason is that no schedule for the virtual vertex is calculated. Therefore, it is no longer necessary to shift the schedule for statement $s_2$ to get a strictly separating hyperplane for the edge from $v$ to $b$ with weight 0.

$$
\Theta(s_1, (i, j, k)) = j
$$

$$
\Theta(s_2, (i, j, k)) = (j, \frac{1}{3}k)
$$

### 4.3.5 Dependence Polyhedra versus Direction Vectors

There are two advantages of using arbitrary dependence polyhedra as opposed to direction vectors.
1. As the distance set is modelled more precisely, some null-weight multicycles are avoided. This may result in scheduling functions of lower dimensionality.

2. Schedules may have better latency if some distances not appear in the RDG.

**Example**

The following example demonstrates the first advantage.

```plaintext
for i := 0 to n do 
  for j := 0 to n do 
    for k := 0 to n do 
      a[i, j, k] := a[i - 1, i + j, i + k] (* s1 *) 
      b[i, j, k] := b[i, j - 1, k - 2] + a[i, j, k] (* s2 *) 
    od 
  od 
od
```

Three dependences are contained in the loop nest (two of them uniform):

<table>
<thead>
<tr>
<th>Dep.</th>
<th>(P(E_\delta))</th>
<th>(R_\delta)</th>
<th>direction vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_1 \delta_1 s_1)</td>
<td>(P_1 = {(1, 0, 0)})</td>
<td>(R_1 = {(0, -1, -1)})</td>
<td>((1, 0, -1))</td>
</tr>
<tr>
<td>(s_1 \delta_2 s_2)</td>
<td>(P_2 = {(0, 0, 0)})</td>
<td>(R_2 = \emptyset)</td>
<td>((0, 0, 0))</td>
</tr>
<tr>
<td>(s_2 \delta_3 s_2)</td>
<td>(P_3 = {(0, 1, 2)})</td>
<td>(R_3 = \emptyset)</td>
<td>((0, 1, 2))</td>
</tr>
</tbody>
</table>

The dependence graph derived from the direction vectors contains a null-weight multicycle including the self loops through virtual vertex \(v\) and statement vertex \(s_2\) (Fig. 4.12). The dependence graph derived from the dependence polyhedra does not contain this null-weight multicycle, since no combination of self loops around \(v\) with weight \((0, -1, -2)\) exists.

Therefore, the polyhedral method results in a one-dimensional schedule, whereas the direction vector method results in a two-dimensional schedule:

- **direction vectors:**
  \[\Theta(s_1, (i, j, k)) = (i, 0)\]
  \[\Theta(s_2, (i, j, k)) = (i + 1, \frac{1}{2}k)\]

- **dependence polyhedra:**
  \[\Theta(s_1, (i, j, k)) = i - j + k\]
  \[\Theta(s_2, (i, j, k)) = i - j + k + 1\]
Another remarkable aspect of this example is the fact that the RDGs are not strongly connected. The above schedules are obtained by the direct method (Sec. 4.2.13.2). As we mentioned already in Section 4.2.13.2, this method may result in significantly slower schedules for some loop programs. The schedule for the hypergraph method is (for both dependence graphs):

\[
\begin{align*}
\Theta(s_1, (i, j, k)) &= (0, i) \\
\Theta(s_2, (i, j, k)) &= (1, \frac{1}{2}k)
\end{align*}
\]

The latency of the latter schedule is \(\frac{3}{2}n\). The latency of the direction vector schedule is \(n * \frac{1}{2}n\), which is worse. The latency of the polyhedral method schedule is \(3n\) and, therefore, within the latency of the other two schedules. But this schedule has the advantage of being also technically one-dimensional.
4.4 Extension to Imperfectly Nested Loop Programs

In order to schedule arbitrary loop programs, some extensions to our methods are necessary. One problem is that distance vectors may be of different lengths. The length depends on the number of loops common to source and target statement. But even if they are of the same length, the entries may refer to different loops.

A possible solution is to transform the loop program into an equivalent perfectly nested program and to schedule this program.

In [DV94] a (simple) transformation is presented and it is stated that the schedule for the perfect loop nest can be used as schedule for the original program without change. This is important, as the transformed programs are very inefficient and lengthy.

In [DV96] more sophisticated transformation techniques are suggested. For that reason, the transformed programs are faster and more compact and the schedule is applied to the transformed rather than to the original program. But no method is presented to do this transformation automatically.

In the Loopo environment, the scheduler is not allowed to change the source program. So our method is based on [DV94]. There, only a very short description is given. Moreover, the presented method is not fully correct. Thus, some corrections and additional theoretical background should be given in the following sections.

We modify the transformation of [DV94] slightly. Our programs have a (marginally) greater latency, but the transformation is more regular. Therefore, it is easier to prove some properties of it.

The basic idea is to enlarge the index range of each loop. Everything executed prior to a loop \(k\) is moved into an extra iteration with index \(l(k) - 1\). Everything that will be computed after the loop has terminated is moved to an extra iteration with index \(u(k) + 1\). So all statements are surrounded by all loops; they form the body of a perfect loop nest.

Since we are going to calculate with loop bounds, we have to normalize them in order to avoid problems arising from empty loops:

\[
u'(k) = \max(l(k) - 1, u(k))\]
Every statement must be guarded by an if construct to make sure that it is executed only if the index lies within the original bounds.

For a loop program $L$ with $l$ loops and $|\Omega_L|$ statements, the transformed loop nest $L'$ with index space $I'$ is:

\[
\text{for } i_1' := l(i_1') - 1 \text{ to } u'(i_1') + 1 \text{ do}
\]

\[
\text{..}
\]

\[
\text{for } i_l' := l(i_l') - 1 \text{ to } u'(i_l') + 1 \text{ do}
\]

\[
\text{if } \text{ Execute } (s_1, i') \text{ then } s_1
\]

\[
\text{..}
\]

\[
\text{if } \text{ Execute } (s_{\Omega_L}, i') \text{ then } s_{\Omega_L}
\]

\[
\text{od}
\]

\[
\text{od}
\]

The guarding predicate \text{Execute} which ensures that each statement is executed only at the point, when it would have been executed in the original program, can be defined as follows:

\[
\text{Boolean } \text{Execute} \ (s, i)
\]

\[
\text{return } (\forall k : k \in A(s) \ : \ i_k = u'(k) + 1 ) \land
\]

\[
(\forall k : k \in P(s) \ : \ i_k = l(k) - 1 ) \land
\]

\[
(\forall k : k \in C(s) \ : \ l(k) \leq i_k \leq u'(k) )
\]

using the following sets:

\[
A(s) = \{ k : 0 \leq k \leq l : \text{ loop } k \text{ textually before } s \}
\]

\[
C(s) = \{ k : 0 \leq k \leq l : \text{ loop } k \text{ carries } s \}
\]

\[
P(s) = \{ k : 0 \leq k \leq l : \text{ loop } k \text{ textually after } s \}
\]

$A(s)$ represents the past of $s$, $C(s)$ the present and $P(s)$ the future.²

²A is for “ante”, $C$ for “current” and $P$ for “post”.
There is no need to actually perform the transformation. It just helps to extend the distance set to the new dimensionality. Since the depth of the perfectly nested program is equal to the number of loop indices of the whole program, this is also the size of the iteration and distance vectors in $L'$.  

4.4.1 Definition

For each statement $s$, we define $e_s$ to be the function that returns the entry $k$ of $i' \in I'$, which corresponds to an entry $m$ of $i \in I_s \subset Q^d$.

$$e_s : \{1, \ldots, d\} \rightarrow \{1, \ldots, l\} : m \rightarrow k$$

i.e., $e_s$ maps the entries of the short index vectors to their places in the expanded index vectors.

Next we define a transformation for the iteration vectors of a statement $s$ of $L$ to those of $L'$:

$$t_s : I_s \rightarrow Q^d : i \rightarrow i', \quad i'_k = \begin{cases} u'(k) + 1 & k \in A(s) \\ l(k) - 1 & k \in P(s) \\ i_m & k \in C(s) \land k = e_s(m) \end{cases}$$

**Remark**

$e_s$ is injective and monotone, since all loops of $L$ appear in $L'$ in their original textual order.

**Example**

An illustration of the entry mapping $e_s$ and the index vector transformation $t_s$ is given in Figure 4.13 for an index vector of the statement in the following loop program. It consists of seven imperfectly nested loops (numbered $0 \ldots 6$). Let us divide the loops into the sets:

$$A(s) = \{0, 1, 4\}, \quad C(s) = \{2, 3, 5\}, \quad P(s) = \{6\}.$$
4.4. Extension to Imperfectly Nested Loop Programs

\[
\begin{align*}
\text{for } a := 1 \text{ to } n \text{ do} \\
&\quad \text{for } b := 1 \text{ to } m \text{ do} \\
&\quad\quad \cdots \\
&\quad \text{od} \\
&\text{od} \\
&\text{for } i := 1 \text{ to } n \text{ do} \\
&\quad \text{for } j := 1 \text{ to } n \text{ do} \\
&\quad\quad \text{for } c := 1 \text{ to } 2 \text{ do} \\
&\quad\quad\quad \cdots \\
&\quad\quad \text{od} \\
&\quad \text{for } k := 1 \text{ to } n \text{ do} \\
&\quad\quad \text{(* Statement * *)} \\
&\quad \text{od} \\
&\text{od} \\
&\text{for } d := 0 \text{ to } n \text{ do} \\
&\quad \cdots \\
&\text{od}
\end{align*}
\]

\[
\begin{array}{cccccccc}
& & & & & & & \\
i & j & k & & & n+1 & m+1 & i & j & 3 & k & -1
\end{array}
\]

Fig. 4.13: Transformation of an index vector

4.4.2 Theorem

The original program \( L \) and the transformed program \( L' \) are equivalent, i.e., for all statements, the transformation \( t_s \) is an injective function with the following image:

\[
(\forall s : s \in \Omega_L : t_s(I_s) = \{ i' : i' \in I' : \text{EXECUTE}(s,i') = \text{TRUE} \})
\]

which preserves the execution order of all instances of statements. Formally:

\[
(\forall s_i, s_j : s_i, s_j \in \Omega_L : (\forall i,j : i \in I_{s_i}, j \in I_{s_j} : \\
(s_i,i) <_E (s_j,j) \Rightarrow (s_i, t_s(i)) <_E (s_j, t_s(j)) ))
\]
(s_i, j) <_E (s_j, j') means that instance i of s_i is executed before instance j' of s_j.

**Proof**

- **t_s injective:**
  Let i, j ∈ I_s, i ≠ j, i = t_s(i), j' = t_s(j).
  ⇒ (∃ m : 0 ≤ m ≤ d : i_m ≠ j_m) ⇒ i'_m ≠ j'_m ⇒ i' ≠ j'

- **Image of t_s:**
  Define I'_x = { i' : i' ∈ I' : Execute(s, i') = True }.
  Let i' ∈ I'_x ⇒ (∃ i : i ∈ I_s : i' = t_s(i))
  (according to the definitions of Execute and t_s).
  Let i ∈ I_s, i' = t_s(i) ⇒ Execute(s, i') = True
  (according to the definitions of Execute and t_s).

- **Preservation of the execution order:**
  Let s_i, s_j ∈ Ω_L, i ∈ I_s, j ∈ I_s, i = t_s(i), j' = t_s(j).

  We assume that s_i is textually before s_j (otherwise just rename them).
  Let d be the length of the distance vectors between s_i and s_j.

1. dist(i, j) ≠ 0 ⇒ (∃ m : 1 ≤ m ≤ d : i_m ≠ j_m)
   - Let k = e_s(m) (= e_s(m))
   - A(s_i) ⊂ A(s_j) and the first m - 1 entries of i and j belong to the same loops and e_s is a monotone function
   - ⇒ the first k - 1 entries of i' and j' are equal.

   (a) dist(i, j) < 0 ⇒ (s_j, j) <_E (s_i, i)
      i'_k > j'_k ⇒ i' > j' ⇒ (s_j, j') <_E (s_i, i')

   (b) dist(i, j) > 0 ⇒ (s_i, i) <_E (s_j, j)
      i'_k < j'_k ⇒ i' < j' ⇒ (s_i, i') <_E (s_j, j')

2. dist(i, j) = 0
   i.e., (s_i, i) and (s_j, j') share the same iteration of the loops common to both of them. ⇒ (s_i, i) <_E (s_j, j)
   Let d_i be the depth of s_i and d_j that of s_j.
   A(s_i) ⊂ A(s_j) and the first d entries of i and j belong to the same loops and e_s is a monotone function
   ⇒ the first d entries of i' and j' are equal.
4.4. Extension to Imperfectly Nested Loop Programs

(a) \( d_i > d \) \quad \text{let} \quad k = e_s (d + 1) \\
\Rightarrow i_k < j_k, \quad \text{since} \quad k \in A(s_j) \Rightarrow i < j \Rightarrow (s_i, i') < E (s_j, j') \\

(b) \( d_j > d \) \quad \text{let} \quad k = e_s (d + 1) \\
\Rightarrow i_k < j_k, \quad \text{since} \quad k \in P(s_i) \Rightarrow i < j \Rightarrow (s_i, i') < E (s_j, j') \\

(c) \( d_i = d_j \) \\
\Rightarrow i' = j' \Rightarrow (s_i, i') < E (s_j, j'), \quad \text{since the textual order of the} \quad \text{statements is the same in} \quad L \text{ and } L'. \quad \square

4.4.3 Distance Sets in \( L' \)

All distance vectors of \( L' \) are of the same length \( l \). Starting with a distance set \( E_\delta \) for \( L \), the vectors are only of length less or equal to \( l \). A method to extend \( E_\delta \) to a distance set \( E'_\delta \) of \( L' \) is needed:

\[
E'_\delta = \{ \, d' : d' \in \mathbb{Z}^l : d' = \text{dist}(i', j') \land s_i(i) \neq s_j(j') \, \}
\]

As \( L' \) is perfectly nested, the distance \( d' \) between two instances of statements is the difference of the iteration vectors:

\[
d' = \text{dist}(i', j') = j' - i' = t_{s_j}(j) - t_{s_i}(i)
\]

For each entry \( d'_k \) of \( d' \), nine different cases may apply, since \( k \) can either be in \( C(s) \), \( A(s) \) or \( P(s) \) for statement \( s_i \) or \( s_j \). Refer also to Figure 4.14 for an illustration.

1. \( k \in A(s_i) \land k \in P(s_j) : \, d'_k = l(k) - 1 - u'(k) + 1 \)
2. \( k \in A(s_i) \land k \in A(s_j) : \, d'_k = u'(k) + 1 - u'(k) + 1 \)
3. \( k \in A(s_i) \land k \in C(s_j) : \, d'_k = j_m - u'(k) + 1 \)
4. \( k \in P(s_i) \land k \in P(s_j) : \, d'_k = l(k) - 1 - (l(k) - 1) \)
5. \( k \in P(s_i) \land k \in A(s_j) : \, d'_k = u'(k) + 1 - (l(k) - 1) \)
6. \( k \in P(s_i) \land k \in C(s_j) : \, d'_k = j_m - (l(k) - 1) \)
7. \( k \in C(s_i) \land k \in P(s_j) : \, d'_k = l(k) - 1 - i_m \)
8. \( k \in C(s_i) \land k \in A(s_j) : \, d'_k = u'(k) + 1 - i_m \)
9. \( k \in C(s_i) \land k \in C(s_j) : \, d'_k = j_m - i_m \)
Fig. 4.14: Illustration of the different positions of an edge relative to a loop

### 4.4.3.1 Simple Extension

In most cases, $d_k$ is not just a single value but a range of values. Without considering the bounds $l(k)$ and $u'(k)$, entries for a direction vector can be given immediately:

<table>
<thead>
<tr>
<th>Cases</th>
<th>entry of direction vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 4</td>
<td>0</td>
</tr>
<tr>
<td>5, 6, 8</td>
<td>1+</td>
</tr>
<tr>
<td>1, 3, 7</td>
<td>$\text{(-1)}$--$d_m$</td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

For dependence polyhedra, corresponding rays have to be added to $\mathcal{R}$. Existing points and rays are extended with the functions $e_{s_i}$. New dimensions of points are filled with values of 0 (Cases 2, 4), $(-1)$ (Cases 1, 3, 7) or 1 (Cases 5, 6, 8). New dimensions of rays are filled with 0.
Remark

Cases 1 and 5 are exceptional for several reasons. They are missing in [DV94] and can, indeed, be ignored under some circumstances. We refer to the corresponding edges as bypass edges. Have a look at Figure 4.14 for the reason why.

Fig. 4.15: Cycles through a loop traversing a bypass edge

Only if there is a cycle that uses a statement vertex inside the loop \( k \) and the bypass edge, it is necessary to set \( d_k \) to \( 1+ \) or \( (1)- \) (shown in Figure 4.15). We can set \( d_k = 0 \) for all other bypass edges. Though inconsistent with the transformation, this does not affect the correctness of the schedule because the bypass edge is independent of loop \( k \).

4.4.3.2 Optimized Extension

Since \( l(k) \) and \( u'(k) \) are defined by systems of inequalities, the extent of the distance set for dimension \( k \) can be calculated similarly to the dependence conversion for perfectly nested loops (Sec. 3.2.1, which is now Case 9 of our enumeration).

Let us demonstrate this for Case 8. The input is an \( h \)-transformation with source polytope \( P(S_\delta) \) and target polytope \( P(T_\delta) \). Then lower bound \( l_k \) and upper bound \( u_k \) of the extent are defined as follows (\( m = e_{s_j}(k) \)):

\[
\begin{align*}
    l_k &= \inf \left\{ u'(k) - i_m : i \in P(S_\delta) \right\} + 1 \\
    u_k &= \sup \left\{ u'(k) - i_m : i \in P(S_\delta) \right\} + 1
\end{align*}
\]

Note that \( \{l(k), \ldots, u'(k)\} \) is the extent of \( I_{s_i} \) in direction \( m \). \( P(S_\delta) \subset I_{s_i} \) implies \( l_k \geq 1 \). Set entry \( k \) of each point to that value:

\[\forall p : p \in P : p_k = l_k\]
The upper bound $u_k$ may or may not exist; if it does not exist the extent is modelled as entry $p_k$ of the points and ray $e_k$. If it does exist, the bounds of the extent are both modelled by the $k$-th entry of a point. Therefore, the point set must be doubled:

- $u_k = \infty$: add a new ray: $R = R \cup \{e_k\}$.
- $u_k < \infty$: let $P_l = P$ and $P_u = P$:

$$(\forall p : p \in P_u : p_k = u_k)$$

set $P = P_l \cup P_u$.

If both bounds exist, the point set $P$ is doubled to model them. Thus, $P$ may become very large, if many indices are treated this way.

### 4.4.4 Adapting the Schedule to the Original Program

A schedule is a function of surrounding loop indices and structure parameters. Since in $L'$ all statements are surrounded by all loops, a statement’s schedule might depend on indices which are not in the loop nest around the same statement in $L$. If we want to use schedules of $L'$ for $L$, we have to make sure that this case does not occur. Alternatively, we can provide a technique for eliminating these indices.

#### 4.4.4.1 Definition

We call an index $k$ foreign to $s$, if $k \in A(s) \cup P(s)$, i.e., if it does not carry the statement $s$ in the original program $L$.

#### 4.4.4.2 Lemma

If an RDG contains two self loops with weights

$${e_k} = (0, \ldots, 0, \underbrace{1}_{k}, 0, \ldots, 0) \quad \text{and} \quad -{e_k} = (0, \ldots, 0, \underbrace{-1}_{k}, 0, \ldots, 0),$$

then $X_k = 0$ for all possible hyperplanes calculated by the Darte-Vivien algorithm.
The proof of the hyperplane $X \in \mathbb{Q}$ must satisfy the following conditions in order to be weakly separating for both self loops:

\[
\begin{align*}
X_k - c_v + c_w &\geq 0 \\
-X_k - c_v + c_w &\geq 0
\end{align*}
\Rightarrow X_k = 0
\]

\[\square\]

### 4.4.4.3 Theorem

If \textsc{Darle-Vivien} is only applied to strongly connected components of the RDG $G$ of $L'$ and if the non-optimized expansion of the distance set is used (Sec. 4.4.3.1), each optimal hyperplane $X$ is free of indices foreign to statements scheduled with $X$.

\textbf{Proof (Sketch)}

Let $s$ be a statement vertex of strongly connected component $G' = (V', E')$ of $G$. Let $k \in A(s) \cup P(s)$.

1. $(\exists s_k : s_k \in V' : k \in C(s_k))$
   
   Since $G'$ is strongly connected, there is a cycle through $s$ and $s_k$. This cycle contains self loops weighted by the base vector $e_k$ and its reverse $(-e_k)$. Refer to Figure 4.15 for the two cases with bypass edges and to Figure 4.16 for the remaining two types of cycles.

   \begin{figure}[h]
   \centering
   \includegraphics[width=0.5\textwidth]{cycles.png}
   \caption{Types of cycles through $s$ and $s_k$ without bypass edges}
   \end{figure}

   According to Lemma 4.4.4.2 this implies $X_k = 0$.

2. $(\forall s' : s' \in V' : k \not\in C(s'))$
   
   Loop $k$ is foreign to all statements in $G'$. Cases 1, 2, 4, or 5 may apply for setting entry $d_k$
   
   $\Rightarrow d_k = 0$ (refer to Remark 4.4.3.1 for Cases 1 and 5)
   
   $\Rightarrow$ for any optimum solution $X$: $X_k = 0$. 

   \[\square\]
4.4.4.4 Remark

The requirements of Theorem 4.4.4.3 are satisfied by the hypergraph scheduling method (Sec. 4.2.13.1) in combination with the simple extension method (Sec. 4.4.3.1). In this case, the schedule for $L'$ can be used for $L$ without any change (as assumed in [DV94]). If we use other variants, foreign indices may appear in a statement’s schedule. Next, a method is presented to eliminate foreign indices.

4.4.4.5 Substituting Foreign Indices

A foreign index $k$ in the schedule is not really a problem, since it always equals $l(k) - 1$ or $u'(k) + 1$ for all instances of the statement. So it is like a parameter rather than like an index. We can replace it by the minimum lower bound minus 1 respectively the maximum upper bound plus 1.

The substitution rule for a locally shifted linear schedule

$$\Theta_s: I_s \rightarrow Q : \ i \rightarrow Xi + c$$

can be defined as follows:

$$\forall x_k : X \in \mathbb{Q}, \ (x_k \neq 0 \land k \not\in C(s)) :$$

$$k \in A(s) : \quad X_{\text{subst}} = X - (0, \ldots, 0, x_k, 0, \ldots, 0)$$

$$c_{\text{subst}} = c + x_k ([\min \{i_k : i \in I_s\}] - 1),$$

$$k \in P(s) : \quad X_{\text{subst}} = X - (0, \ldots, 0, x_k, 0, \ldots, 0)$$

$$c_{\text{subst}} = c + x_k ([\max \{i_k : i \in I_s\}] + 1).$$

As $I_s$ is a parameterized polytope, the extremum in some direction might depend on parameters, too. Thus, it is possible that the result of the substitution is a piecewise affine mapping.

4.5 Implementation

In this section some comments are given on the LooPo implementation of the scheduler. The implementation does not follow the guidelines of [DV96], simply because most of the work was done before this paper appeared. Darte and Vivien try to avoid linear programming totally and thus propose an alternative method, which uses more of graph theory.
The LooPo implementation is based on linear programming (on the optimization tool PIP [FT90]), but some effort has been made to reduce the size of the optimization problems. First, we present our technique for speeding up the optimization and then we give an overview of the options available for controlling the scheduler.

### 4.5.1 Virtual Vertices Reconsidered

For each (nonuniform) dependence, a virtual vertex is added to the transformed dependence graph $G_u$. As for all other vertices, a constant is calculated for each scheduling dimension. All constraints for self-loops around a virtual vertex $v$ with constant $c_v$ are of the form:

$$Xw(e) + c_v - c_v \geq 0; \quad \text{i.e.,} \quad Xw(e) \geq 0.$$

If a hyperplane $X$ satisfies this inequality for a self loop $e$ with weight $w(e)$, it satisfies the inequalities for all other self loops of same weight around other virtual vertices. The solution does not depend on the constant $c_v$. Therefore, a single virtual vertex carrying all self loops for rays of the dependence polyhedra is sufficient. We call this vertex the **generator vertex**.

We change the transformation of a polyhedral edge $P(e)$ from $s_i$ to $s_j$ defined by $(\mathcal{P}, \mathcal{R}, 0)$ to the following procedure:

1. add an edge $(s_i, s_j)$ with weight $p$ for each point $p \in \mathcal{P}$,
2. add a self loop $(g, g)$ with weight $r$ for each ray $r \in \mathcal{R}$, if there is not already a loop with this weight around $g$.

Figure 4.17 illustrates this transformation.

![Fig. 4.17: Transformation of a polyhedral edge using the generator vertex](image-url)
This transformation saves one vertex and one edge for each nonuniform dependence and possibly many equally weighted self loops. Thus, the size of the optimization problems is reduced.

Another advantage is that the transformation can be done on the fly during the decomposition. If a polyhedral edge is represented as an edge with multiple, alternative weights (one for each point in $\mathcal{P}(e)$), which is associated with a set of rays $\mathcal{R}(e)$, the PRDG can be used as scheduler input directly. This results in the following version of the algorithm:

**DARTE-VIVIEN** $(G, k)$

(PRDG version)

1. Build the ray index of $G = (V, E)$:

   $$\mathcal{R}_{\text{Index}} = \bigcup_{e \in E} \mathcal{R}(e)$$

2. Build a temporary graph $G_{\mathcal{R}}$ with a single vertex $g$ and self loops $(g, g)$ for each element of $\mathcal{R}_{\text{Index}}$.

3. Find the maximum null-weight multicycle $G'$ of $G \cup G_{\mathcal{R}}$.

4. Select a vector $X^k$ and for each vertex $v \in G$ a constant $c^k_v$ such that:

   $$(\forall e : e \in G \cap G' \quad : X^k w(e) + c^k_{s(e)} - c^k_{t(e)} \geq 1)$$

   $$(\forall e : e \in G' \cup G_{\mathcal{R}} : X^k w(e) + c^k_{s(e)} - c^k_{t(e)} \geq 0)$$

5. If $G'$ is empty, RETURN.

6. If $G'$ is strongly connected, $G$ is not computable. STOP.

7. Decompose $G \cap G'$ to its strongly connected components $G'_i$ and call **DARTE-VIVIEN** $(G_i', k + 1)$ for each of them.

### 4.5.2 Options Overview

In Figure 4.18, the scheduler’s option box as realized in the **LooPo** frontend is shown (including references to the corresponding sections in this thesis). Two of the switches have not been described yet. So short explanations are given subsequently:
4.5. Implementation

Fig. 4.18: Option box of the LoPo implementation

4.5.2.1 Only Nonnegative Coefficients

This option forces all hyperplanes to be nonnegative in each entry: $X \in (\mathbb{Q}^+)^n$. In combination with the hypergraph top level method, no parameters defining upper bounds appear in the schedule. This is useful for modules of LoPo that introduce parameters of that kind [Gei96].

The reason is that parameters appear only in the schedule if foreign indices are substituted (Sec. 4.4.4.5) or if the schedule is shifted (Sec. 4.5.2.2). The former does not occur for the hypergraph method (Theorem 4.4.4.3), the latter does not occur for parameters that appear only in upper bounds, provided all coefficients to indices are nonnegative. This option should not be enabled by default, as it is really a restriction.

4.5.2.2 Shifting the Schedules

Scheduling functions are expected to have strictly nonnegative results (Def. 4.1.1). The raw output of the Darte-Vivien scheduler does not satisfy this property, because the algorithm does not consider the index space.

As the index space is always bounded, it is possible to calculate shifting constants for each hyperplane in order to make sure that there are no negative results. A hyperplane $X$ may be used for several statements. Thus, all occurrences of it must be shifted by the same amount.

The shifting constant $c_X$ of a hyperplane $X$ must satisfy the following impli-
cation:

\[
(\forall s : s \in \Omega_L : \\
\exists k : \Theta(s, i) = (\ldots, \sum_{s} \ldots) i + (\ldots, c_s, \ldots)) \\
\Rightarrow (\forall i : i \in I_s : X_i + c_s - c_X \geq 0))
\]

It can be calculated as follows \((k\) defined as above):

\[
c_X = \min \{ t_k : s \in \Omega_L, i \in I_{s\in\Omega_L} : t = \Theta(s, i) \}
\]

Similarly to the substitution of foreign indices (Sec. 4.4.4.5), the constant \(c_X\) may depend on parameters. Thus, shifting may result in piecewise affine scheduling functions.

### 4.5.3 Speed

The LoPo project gives the opportunity to compare the Darte-Vivien scheduler with the Feautrier scheduler. The table below gives an impression of speed and results of both methods (Time values have been measured on a Sun SparcStation 5).

<table>
<thead>
<tr>
<th>Name</th>
<th>Statements</th>
<th>Loops</th>
<th>Parameters</th>
<th>Dependences</th>
<th>nonuniform D.</th>
<th>perfectly nested</th>
<th>time Darte-Vivien</th>
<th>time FEAUTRIER</th>
<th>same results</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATMULT</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>0.3</td>
<td>0.6</td>
<td>✓</td>
</tr>
<tr>
<td>RET8D</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>6</td>
<td>✓</td>
<td>0.4</td>
<td>8.7</td>
<td>✓</td>
</tr>
<tr>
<td>FLOYD</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>21</td>
<td>20</td>
<td>✓</td>
<td>5.5</td>
<td>59.7</td>
<td>✓</td>
</tr>
<tr>
<td>REFHULL</td>
<td>9</td>
<td>3</td>
<td>7</td>
<td>35</td>
<td>24</td>
<td>⌋</td>
<td>1.9</td>
<td>48:09.8</td>
<td>✓</td>
</tr>
</tbody>
</table>

\(^{(s)}\)up to a constant shift

Although both methods make use of linear programming, the Darte-Vivien scheduler clearly outperforms the Feautrier scheduler on complex input programs.
4.6 Comparison to Other Scheduling Algorithms

The last section has shown that the Darte-Vivien scheduler is actually faster than the Feautrier scheduler and that the results are often the same for both methods. Beside these empirical results, a comparison with other scheduling methods on a theoretical basis is of major interest. The next theorem states that the results are optimal relative to the dependence abstraction used.

4.6.1 Theorem (Vivien, Rao)

If \( d \) is the depth of the decomposition algorithm \( \text{Check} \) for an RDG \( G \) and if the index space contains an \( n \)-dimensional cube of width \( N \), then a path of length \( kN^d \) can be found in the apparent dependence graph for some \( k \in \mathbb{Q}^+ \).

**Proof** [DV94, pp. 12–15]

4.6.2 Optimality for PRDGs

Since \( \text{Check} \) is used as a skeleton for all variants of our scheduler, the depth of the recursion corresponds to the maximum dimensionality of the affine schedules given to the statements of the program.

All instances involved in a path of the ADG must be computed sequentially. Therefore, the theorem implies that a valid schedule must have at least latency \( O(N^d) \). As this is also the latency of a \( d \)-dimensional affine schedule, the Darte-Vivien algorithm yields — up to a constant factor — optimum results for a PRDG.

In [DV95a] the algorithm is compared in detail with the algorithm of Allen and Kennedy and the algorithm of Wolf and Lam. Both schedulers use a simpler dependence description and detect fewer parallelism for this reason. It is shown that Darte-Vivien generalizes these methods.

4.6.3 Limitations

Of course, the PRDG is not the most precise dependence description available. The longest path in the EDG may be much shorter than that in the ADG (Sec. 3.1.2). Therefore, a scheduler which uses precise dependence description is able to detect more parallelism in an input program. The method of Feautrier is based on \( h \)-transformations, which are as precise as the EDG. Example 4.19 demonstrates a limitation of our method:
for $i := 1$ to $n$ do
  for $j := 1$ to $n$ do
    $a[i, j] := b[i-1, j+i] + a[i, j-1]$  
    $b[i, j] := a[i-1, j-i] + b[i, j-1]$  
  od
od

Fig. 4.19: Sample program for a limitation of the Darte-Vivien scheduler (with its transformed RDG)

The RDG contains a null-weight multicycle involving both statement vertices. Therefore, no linear schedule can be found. Darte-Vivien yields:

$$\Theta(a, (i, j)) = (i, j)$$
$$\Theta(b, (i, j)) = (i, j)$$

But there is a linear schedule for the loop nest, which can be found with Feautrier’s scheduler:

$$\Theta(a, (i, j)) = \frac{3i}{2} + j + \frac{1}{2}$$
$$\Theta(b, (i, j)) = \frac{i}{2} + j$$
5 The Dion-Robert Allocator

In the last chapter we gave an answer to the question: *when*? Now we concentrate on another question: *where*? An allocator assigns to each instance of a statement a processor of a parallel computer for executing it. In contrast to scheduling, no constraints for an allocation to be valid are imposed on the source program explicitly. Any operation may take place on any processor. But, as operations need input data and produce output, communication between processors may be necessary. Data must be requested from another processor, if it is not available locally. As such communications reduce the execution speed tremendously, the main goal of allocation is to reduce the communication volume. Therefore, variable accesses are the most import input to be considered (as dependences are for the scheduler). Thus, the *access graph* is the basic structure of the Dion-Robert allocator [DR94b, DR95]. This graph, which codes variable accesses, is an improvement of the communication graph as introduced by Darte and Robert in [DR93a].

The basic idea of this allocator is to place instances of statements and array elements in such a way that most data is available on the same processor or only a short distance away. But only the “most important” accesses are obliterated or made local. In general, it is impossible to make all accesses local or internal. Thus, the algorithm concentrates on those accesses, which can be made local most likely.

First, we describe the computer architecture which we assume to be the target machine. Then, after some basic definitions in Section 5.2, we formulate in Section 5.3 the *affine mapping problem* as the underlying problem of the allocator. As it will turn out that this problem is NP-complete, a heuristic is introduced in order to obtain a reasonable good solution quickly (Sec. 5.5). Some comments on the *LooPo* implementation (Sec. 5.7) complete this chapter.
5.1 The Architecture of the Parallel Computer

The target architecture is a **virtual processor grid** of dimensionality \( d \). In this context **virtual** means that we do not assume a fixed amount of processors, but as many as needed in every direction. Every processor (depicted as a node in Figure 5.1) has its own local memory. Exchange of data is only possible by explicit communication between two processors. Communication may take place between any processors of the grid, but the resulting delay depends on the distance:

- **Neighborhood communication** is fast, because direct links exist between the processors.

- **Arbitrary communication** is slow, since routing across the processor field is necessary.

![Fig. 5.1: three-dimensional processor grid](image)

Although this computer model is somewhat artificial and simplified, the communication costs correspond with those of existing parallel computers. On a CM-5, for example, local communication is more than 30 times faster than nonlocal communication [DR95].

The advantage of this model is that it is easy to handle and (almost) independent of the concrete architecture of the target machine. It represents a class of machines called **distributed-memory parallel computers** (DMPCs).

But, as a consequence, some problems remain unsolved at allocation time. Subsequent compilation phases are necessary to map the virtual grid onto a real processor array and to establish correct communication schemes. A description of the techniques used by LooPo can be found for the first problem in [Sch97] and for the second in [Fab97].
5.2 Basic Definitions

5.2.1 Definition

A **statement allocation** is a function that assigns to each instance of each statement a place on an $m$-dimensional processor grid:

$$\Pi : \Omega_L \times I_{s\in\Omega_L} \rightarrow Z^m$$

We will frequently use the projection of $\Pi$ to a single statement:

$$\Pi_s : I_s \rightarrow Z^m$$

A **data allocation** is a function that assigns to each element of an $n$-dimensional array $x$ a place on an $m$-dimensional processor grid:

$$\Pi_x : Z^n \rightarrow Z^m$$

As we want to deal with affine functions only, we get

$$\Pi_s(i) = [M_s i + c_s], \quad M_s \in \mathbb{Q}^{m \times d}, \ c_s \in \mathbb{Q}$$

as statement allocation for a statement $s$ of depth $d$ and

$$\Pi_x(a) = [M_x a + c_x], \quad M_x \in \mathbb{Q}^{m \times n}, \ c_x \in \mathbb{Q}$$

as data allocation for an array $x$ of dimensionality $n$.

**Remark**

The Gaussian brackets in the previous definition allow several instances to be mapped to the same processor. Consider, for example, the following statement allocation for a statement surrounded by a single loop:

$$\Pi_s(i) = \lfloor \frac{i}{2} \rfloor,$$

which maps pairs of subsequent instances to the same processor. We omit the Gaussian brackets in the following sections, as we already have done with those around the affine scheduling function (Def. 4.1.2). Again, subsequent modules must apply the Gaussian brackets in order to get the correct places.
5.2.2 Definition

An access function $\Gamma$ is an affine function from a statement’s index space to the data space of an array:

$$\Gamma : I_s \rightarrow \mathbb{Z}^n : i \mapsto Fi + f$$

It describes a single access to an $n$-dimensional array in statement $s$ (either read or write).

Remark

The definition of the access function $\Gamma$ is not as general as the one in Section 2.5. Dion and Robert do not consider parametric accesses. $a[n - i]$ is, for example, not a valid access, for now. A method to integrate parameters is given in Section 5.7.1.

A loop program may contain many access functions. We could highlight the fact that $\Gamma$ is the $k$-th access to variable $x$ in statement $s$ by the notation $\Gamma^{(k)}_{s,x}$. But this is wearisome to read. Thus, we simply assign index numbers to them relative to their textual order: $\Gamma_1, \Gamma_2, \ldots$.

5.2.3 Example

The following loop nest serves as an example throughout this chapter:

```plaintext
for $i := 0$ to $n$ do
    for $j := 0$ to $m$ do
        $a[i,j] := a[2i - 1,j - 1] + b[i - j + 1,i + j,i - 1]$ (* $s_1$ *)
    for $k := 1$ to $n + m$ do
        $b[i,j,k] := a[i + k + 2,j - k] + c[k - i]$ (* $s_2$ *)
    od
od
od
```
### Access Functions

\[
\Gamma_1 : \quad F_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad f_1 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

\[
\Gamma_2 : \quad F_2 = \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}, \quad f_2 = \begin{pmatrix} -1 \\ -1 \end{pmatrix}
\]

\[
\Gamma_3 : \quad F_3 = \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix}, \quad f_3 = \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}
\]

\[
\Gamma_4 : \quad F_4 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad f_4 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

\[
\Gamma_5 : \quad F_5 = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & -1 \end{pmatrix}, \quad f_5 = \begin{pmatrix} 2 \\ 0 \end{pmatrix}
\]

\[
\Gamma_6 : \quad F_6 = \begin{pmatrix} 0 & -1 & 1 \end{pmatrix}, \quad f_6 = 0
\]

#### 5.2.4 Definition

With the previous definitions, a function can be defined for the communication distance \( \Delta \) of an access \( \Gamma \):

\[
\Delta : \quad s \rightarrow \mathbb{Z}^m : \quad i \rightarrow \Pi_s(i) - \Pi_s(\Gamma(i))
\]

This is the distance in the processor grid between the place of an operation and the place of an array element which is read or written by this operation.

#### Remark

If we replace the allocation and access functions with their affine representations, we get:

\[
\Delta(i) = M_s i + c_s - M_s (Fi + f) - c_x
\]

Now we divide the term into a linear part that depends on the iteration vector \( i \) and another, constant part:

\[
= \underbrace{(M_s - M_x F_i)}_{\text{linear part}} + \underbrace{c_s - M_x f - c_x}_{\text{constant part}}
\]

The linear part is considered long-distance and irregular, as its values change for different \( i \). In contrast, the constant part is considered local and regular.
Therefore, the main goal is to eliminate the linear part, i.e., to render it a constant function of value 0. The following classification of distance functions is tailored according to this goal.

5.2.5 Definition

We distinguish three types of communications, which differ by their communication distance:

1. **internal communication**: (zero cost) \( \Delta = 0 \)
   \[
   M_s - M_x F = (0) \land c_s - M_x f - c_x = 0
   \]

2. **local communication**: (low cost) \( \Delta \) constant
   \[
   M_s - M_x F = (0) \land c_s - M_x f - c_x \neq 0
   \]

3. **affine communication**: (high cost) \( \Delta \) affine
   \[
   M_s - M_x F \neq (0)
   \]

**Remark**

Local communications form a superset of the neighborhood communications as defined in Section 5.1. Nevertheless, there are reasons for classifying them to be of low cost. One reason is that they are regular, i.e., location-independent (note the similarity with uniform dependences). Therefore, it is possible to treat them more efficiently than arbitrary communications.

Another reason is that short-distance communications may vanish or become neighborhood communications, when the virtual grid is folded onto the physical grid. The partitioning method supporting this is called *Locally Sequential Globally Parallel* [DR93b]: an area of neighboring virtual processors is folded onto a single real processor, and all operations that are placed to these processors are sequentialized. An example is depicted in Figure 5.2.

5.2.6 The Dimensionality of the Processor Grid

The key value for any allocation is the dimensionality \( m \) of the processor grid. \( m = 0 \) means that there is only a single processor. Therefore, no communication can occur but the execution order is purely sequential. As \( m \) is
increased, the amount of possible parallelism grows, but also the communication volume and distance may grow. Thus, it is crucial to find the right value for $m$, and any communication reduction must be done according to a fixed dimensionality $m$. Otherwise, the result is always $m = 0$ which implies no parallelism at all.

Upper limits for $m$ are the dimensionality of the physical target machine ($m_{\text{phys}}$) and the amount of detectable parallelism ($\pi_s$). The latter may vary for different statements, since it depends on a statement’s nesting depth and schedule. To exploit all parallelism contained in the source program, we can choose the greatest $\pi_s$ found.

The maximum meaningful dimensionality then is:

$$m_{\text{max}} = \min(m_{\text{phys}}, \max(\pi_{s_1}, \ldots, \pi_{s_{\Omega_L}}))$$

5.2.7 Compatibility with the Schedule

An allocation is compatible with a schedule if no two operations, which are scheduled at the same time, are allocated to the same processor. Formally:

$$(\forall s_i, s_j : s_i, s_j \in \Omega_L : (\forall i, j : i \in I_{s_i}, j \in I_{s_j} : \Theta(s_i, i) = \Theta(s_j, j) \Rightarrow \Pi(s_i, i) \neq \Pi(s_j, j)))$$

In the general context of piecewise affine schedules, it is a complex task to achieve this. Thus, the state of the art is to calculate schedule and allocation independently and make them compatible afterwards [Wet95].

So the Dion-Robert allocator in its current implementation does not retrieve more from the schedule than its dimensionality.
5.3 The Affine Mapping Problem

Best would be a communication-free allocation. But one can show already for very simple loop programs (e.g., matrix multiplication [DR95]) that such an allocation does not exist for a grid of higher dimensionality than 0.

Thus, the Dion-Robert allocator does not concentrate on making communications internal but on minimizing the number of truly affine communications. So no distinction is made between local and internal communications. Refer to Section 5.6 for possibilities for making communications internal and not only local.

The goal of the method is to eliminate the linear parts of as many communication distances as possible for a given dimensionality $m$ of the processor grid. Dion and Robert call this problem the affine mapping problem in [DR94b].

First, solution techniques for a single access are considered.

5.3.1 Solution for a Single Access

For a single access, the condition for eliminating the linear part of the distance function $\Delta$ is:

$$M_s - M_x F = (0),$$

where $M_s$ ($M_x$) is the matrix of the statement (data) allocation and $F$ is the matrix of the access function.

As both $M_s$ and $M_x$ can be chosen freely, it is always possible to find a solution for this equation: for example set $M_s = (0)$ and $M_x = (0)$. But then the allocations are equivalent to the single processor solution $m = 0$.

We want the allocation function to use the full dimensionality of the processor grid. Therefore, the matrices $M_s$ and $M_x$ are required to be of rank $m$.

Let us summarize the requirements:

- $\text{rank}(M_s) = m$, $M_s$ is $(m, d)$-matrix $\Rightarrow d \geq m$
- $\text{rank}(M_x) = m$, $M_x$ is $(m, n)$-matrix $\Rightarrow n \geq m$
- $\text{rank}(F) = \min(d, n)$ ($F$ has maximum rank)

Thus, maximum rank allocation matrices cannot be found for all statements or arrays. The nesting depth $d$ of a statement and the array dimensionality $n$ must be at least as great as the dimensionality $m$ of the grid.
The access matrix $F$ is required to be of maximum rank in order to find maximum rank solutions for $M_s$ and $M_x$ (details follow).

Now, possibilities are considered for computing $M_s$ or $M_x$, when either $M_x$ or $M_s$ are given. The appropriate method depends on the shape of the access matrix $F$ and, therefore, on the ratio of nesting depth $d$ and array dimensionality $n$.

Two lemmata about ranks of matrices are needed in order to understand the arguments, which are used for the different possible cases.

5.3.1.1 Lemma

Let $M$ be an $(m, d)$-matrix of rank $m$ and $F$ be a $(d, n)$-matrix of rank $d$, where $m \leq d \leq n$. Then $\text{rank}(MF) = m$.

Proof Appendix of [DR94b]

5.3.1.2 Lemma

Let $M$ be an $(m, d)$-matrix of rank $m$ and $F$ be a $(d, n)$-matrix of rank $n$, where $m \leq n \leq d$. Then the equation $XF = M$ admits the following solution of rank $m$: $X = MF^{(l)}$.

Proof Appendix of [DR94b]

5.3.1.3 The Different Cases

As we mentioned already, the shape of the access matrix $F$ has great influence on how and, indeed, whether the equation can be solved. Let us list all possible cases:

- **$F$ square:** (nesting depth equal to array dimensionality: $d = n$)
  - In this case, $F$ is invertible.
    - $M_x$ known: Let $M_x = M_s F$.
    - $M_s$ is of rank $m$ due to Lemma 5.3.1.1
    - $M_x$ known: Let $M_x = M_s F^{-1}$.
      - Again, $M_x$ is of rank $m$, since $F^{-1}$ is of rank $m$ and hence Lemma 5.3.1.1 can be applied.

- **$F$ flat:** (nesting depth greater than array dimensionality: $d > n$)
  - In this case, $F$ has a right inverse $F^{(r)}$. 


\(M_s\) known: Let \(M_s = M_x F\).

\(M_s\) is of rank \(m\) due to Lemma 5.3.1.1

\(M_x\) known: Though it is always possible to calculate \(M_x = M_s F^{(r)}\), it is not assured to be of maximum rank. Consider, for example:

\[
M_s = \begin{pmatrix} 1 & 1 & 1 \end{pmatrix} \quad \text{and} \quad F = \begin{pmatrix} 0 & -1 & -1 \\ -1 & 0 & -1 \end{pmatrix}
\]

A right inverse of \(F\) is \(F^{(r)} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -1 & -1 \end{pmatrix}\)

and hence \(M_s F^{(r)} = \begin{pmatrix} 0 & 0 \end{pmatrix}\), which is of rank 0!

- \(F\) narrow: (nesting depth lower than array dimensionality: \(d < n\))

In this case, \(F\) has a left inverse \(F^{(l)}\).

\(M_s\) known: \(M_s F\) may be of arbitrary rank and, therefore, it is not assured that a maximum rank solution for \(M_x\) exists. For example, just rename the sample matrices above:

\[
M_x = \begin{pmatrix} 1 & 1 & 1 \end{pmatrix} \quad \text{and} \quad F = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -1 & -1 \end{pmatrix}
\]

Then \(M_x F = \begin{pmatrix} 0 & 0 \end{pmatrix}\), which is of rank 0.

\(M_x\) known: \(M_s F^{(l)}\) is a solution of rank \(m\) according to Lemma 5.3.1.2.

5.3.1.4 Summary

We summarize all the restrictions that we have to impose. First, the depth of the statement and the dimensionality of the array are both required to be greater than or equal to \(m\). Moreover, the access matrix must be of maximum rank.

But even if these preconditions are fulfilled, it is not always possible to determine a maximum-rank matrix \(M_x\), if \(M_s\) is known or a maximum rank matrix \(M_s\), if \(M_x\) is known. For a flat access matrix we may not succeed in finding \(M_x\) from \(M_s\) and for a narrow access matrix we may not succeed in finding \(M_s\) from \(M_x\).

All these restrictions are coded into the access graph, which is introduced in Section 5.4.
5.3.2 Complexity

As we have seen in the previous section, it is not easy to find the desired allocations even for a single access. Dion and Robert proved the NP-completeness for the complete set of maximum rank accesses.

5.3.2.1 Theorem

The affine mapping problem, i.e., the problem of finding maximum rank allocation matrices for a processor grid of dimensionality \( m > 0 \), such that the amount of local accesses is maximal, is NP-complete in the strong sense.

Proof [DR94b, pp. 16]

5.3.2.2 Remark

This theorem is not surprising, because similar results exist for other placement strategies. Darte and Robert, for example, showed the NP-completeness of the following problem: find allocations for statements and data in order to maximize the number of internal communications of a perfect loop nest with only uniform dependences [DR93a]. This seems to be simpler, since all access matrices are identity matrices, only the constant shifts differ. But the optimization goal is higher. The Dion-Robert allocator subsumes this method, as we are going to see in Section 5.6.2.

NP-complete does not mean unsolvable. An optimal solution could be found, for example, by means of linear programming. But in order to find a solution efficiently, it is necessary to develop a heuristic for the affine mapping problem. The solution obtained this way may not be optimal, but the allocation process is fast.

The main tool for our heuristic is the access graph, which is introduced in the next section.

5.4 The Access Graph

As we have seen in Section 5.3.1, it is not always possible to find a suitable maximum rank allocation matrix \( M_x \) (\( M_s \)) to localize the access distance according to a given matrix \( M_s \) (\( M_x \)).

The access graph illustrates these restrictions. As the rank of an access matrix must be greater than or equal to the dimensionality of the processor grid, the access graph also depends on \( m \).
Its formal definition is as follows:

### 5.4.1 Definition

An **access graph** is a bipartite graph $G = (V, E, m)$, which represents a set of accesses of a loop program. It depends on the dimensionality $m$ of the processor grid. The graph consists of the following vertices and edges:

- A vertex for each statement.
- A vertex for each array.
- An edge for each access $\Gamma$, provided that the rank of its matrix $F$ is at least $m$ and maximal. Let $d$ be the depth of statement $s$ and $n$ the dimensionality of array $x$. Three cases must be distinguished:

  - **$F$ flat ($d > n$)**: an edge pointing from $x$ to $s$ with weight $F$.
    
    $s \xleftarrow{F} x$

  - **$F$ narrow ($d < n$)**: an edge pointing from $x$ to $s$ weighted by the left inverse of $F$.
    
    $s \xrightarrow{F^{-1}} x$

  - **$F$ square ($d = n$)**: an undirected edge between $s$ and $x$ with weight $F$.
    
    $s \xrightarrow{F} x$

    This illustrates that both directions are possible either with weight $F$ ($x \rightarrow s$) or $F^{-1}$ ($s \rightarrow x$).

### Remark

The number of edges in the access graph depends on the dimensionality $m$ of grid. For $m = 0$, all accesses have a corresponding edge. Their number is reduced, as the dimensionality is increased. If $m$ is greater than the rank of any access matrix, the access graph does not contain any edges at all. Thus, the following always holds:

$$ (\forall m : m \in \mathbb{N}, \ G = (V, E, m), \ G' = (V, E', m + 1) : \ E' \subset E) $$

Therefore, the only difference between access graphs of different dimensionalities is the presence or absence of access edges.
5.4.2 Example

The access graphs of Example 5.2.3 are shown for grids of dimensionalities $m = 1$ and $m = 2$ in Figure 5.3. Remember that:

$$d_{s_1} = 2, \quad d_{s_2} = 3, \quad n_a = 2, \quad n_b = 3, \quad n_c = 1$$

A placement to a three-dimensional processor grid is possible, too. Then $\Gamma_4$ is the only access to appear in the access graph.

5.4.3 The Structure of the Access Graph

Now we investigate the structure of the access graph and present methods for deriving allocations by means of the access graph.

Though access graphs are bipartite, all vertices can be treated the same way. The following definition is useful for abstracting from the different interpretations of vertices:

5.4.3.1 Definition

The potential $p_a$ of a vertex $a$ is either its depth (for a statement) or its dimensionality (for an array).
Remark

We know for each edge of the access graph: the target is of equal or higher potential then the source. Therefore, each path must have a similar property: The first vertex of the path is of lower or equal potential than the last vertex.

So all edge weights of edges $a \rightarrow b$ are flat (or square) matrices of size $(p_a, p_b)$. We denote them all $F$, since we do not care for the individual type of weight (which can be either $F$, $F^{-1}$ or $F^{(l)}$).

5.4.3.2 Definition

We redefine the weight of a path to the product of the edge weights rather than their sum. For a path $\pi$ we get:

$$F_\pi = \prod_{e \in \pi} F_e$$

Then, the weight of a path from $a$ to $b$ is a $(p_a, p_b)$-matrix, too.

5.4.3.3 Principle for Calculating Allocations

For an edge from a vertex $a$ to a vertex $b$ of the access graph, it is possible to compute the allocation $M_b$ of $b$ from the allocation $M_a$ of $a$ and the edge's weight $F$. No distinction between statements and array vertices is necessary:

$$a \xrightarrow{F} b \Rightarrow M_b := M_a F$$

Thus, allocation matrices can be calculated along any directed path: first, assign to the start vertex $a$ an allocation matrix $M_a$ (e.g., the truncated identity matrix of size $(m, p_a)$). Then, subsequentially multiply the actual matrix with the weight of the following edge and set the allocation matrix of the target vertex to the result.

Remark

Each access whose edge is traversed in the previous way is made local. The next question is: how must the access graph be traversed in order to maximize the number of considered access edges. There are at least three structural aspects of the access graph that complicate this task: multiple, alternative paths, cycles and multiple incoming edges, even if they do not establish alternative paths. Let us discuss them in detail.
5.4.3.4 Multiple Paths

With the previous straightforward computation of allocation matrices, only the accesses of a single path between two vertices are made local. Consider, for example, the two paths in Figure 5.4.

\[
\begin{align*}
M_b &= M_a F_1 F_2 \\
M_b &= M_a F_3 F_4 \\
&\Rightarrow M_a F_1 F_2 = M_a F_3 F_4 \\
&\Leftrightarrow M_a (F_1 F_2 - F_3 F_4) = (0)
\end{align*}
\]

Generally, for two paths of weight \( F_{\pi_1} \) and \( F_{\pi_2} \) we get:

\[
M_a (F_{\pi_1} - F_{\pi_2}) = (0) \iff (F_{\pi_1} - F_{\pi_2})^T M_a^T = (0)
\]

The solution space for this homogeneous system of equations is the kernel of \((F_{\pi_1} - F_{\pi_2})^T\) [Str86]. The dimensionality of the kernel of a matrix is the number of its columns minus its rank. So we obtain the following condition for the possibility to find a matrix \( M_a \) of rank \( m \) which satisfies the equation above (\( p_a \): potential of \( a \)):

\[
p_a - \text{rank}(F_{\pi_1} - F_{\pi_2}) \geq m
\]

If this is true, the \( m \) columns of \( M_a^T \) can be set to the first \( m \) base vectors of the kernel \( \text{ker}(F_{\pi_1} - F_{\pi_2})^T \). So \( M_a \) is ensured to be of rank \( m \).

Example

Consider the multiple paths in the main example (Ex. 5.2.3) of this section:
Path $\pi_1$: $s_1 \rightarrow a \rightarrow s_2 \rightarrow b$

\[ F_{\pi_1} = F_1^{-1} F_5 F_4^{-1} = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & -1 \end{pmatrix} \]

Path $\pi_2$: $s_1 \rightarrow b$

\[ F_{\pi_2} = F_3^{(l)} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & -1 \end{pmatrix} \]

Rank of the difference:

\[ \text{rank}(F_{\pi_1} - F_{\pi_2}) = \text{rank} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = 1 \]

The vertex $s_1$ is of potential $p_{s_1} = 2$. Thus, only a one-dimensional matrix $M_{s_1}$ can be found that localizes both accesses:

\[ M_{s_1} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = (0) \Rightarrow M_{s_1} = \begin{pmatrix} 0 & 1 \end{pmatrix} \]

### 5.4.3.5 Cycles

Starting at any vertex $a$ of a cycle, the straight-forward method zeros out all distance matrices except the last one with target $a$ (e.g., the edge with weight $F_4$ in Figure 5.5), because $M_a$ was already set at the beginning.

![Fig. 5.5: Cycle in an access graph](image)

The solution is quite similar to that of multiple paths: set $M_a$ in a way to localize the preceding access in the cycle. The following equation must hold:

\[ M_a = M_a F_C \quad \Leftrightarrow \quad M_a (I - F_C) = (0) \]

where $F_C$ denotes the weight of a cycle $C$ and $I$ the identity matrix.
Remark

In fact, cycles in the access graph are only special cases of multiple paths. Since the potential of an edge's target is higher than or equal to the potential of its source, all vertices involved in a cycle must be of the same potential. Therefore, all edges of the cycle are undirected. So we can choose another vertex \( b \) of the cycle and orient the edges in such a way that there are two alternative paths between \( a \) and \( b \) (Fig. 5.6). Then, the solution technique of Section 5.4.3.4 can be applied.

Fig. 5.6: Cycle and multiple paths traversing the same set of edges

5.4.3.6 Multiple Incoming Edges

Another problematic structure is a set of multiple incoming edges for a vertex \( a \), even if they do not establish alternative paths (Fig. 5.7). The allocation matrix \( M_a \) is fixed when \( a \) is visited for the first time. Thus, normally only one of the edges can be considered. A possible solution is to reverse the other edge in order to take it into account.

Fig. 5.7: Multiple incoming edges to a vertex

Note that it is not assured that a maximum rank allocation matrix can be found for the new target of the reversed edge, otherwise there would have been already an edge \( a \rightarrow z \) in the access graph. So we cannot decide before we know the value of \( M_a \) whether it is possible to reverse the edge or not.

Let us assume that \( M_a \) of Figure 5.7 has been computed via edge \( y \rightarrow a \):
\[
M_a = M_y F_1.
\]
In order the make \( \Gamma_2 \) local, the following equation must be
satisfied by $M_z$:

$$M_z F_2 = M_a \iff F_2^T M_z^T = M_a^T$$

It is not guaranteed that an $M_z$ exists which satisfies this equation. The condition is that the rank of the augmented matrix $(F_2^T | M_a^T)$ must not be higher than the rank of $F_2^T$ [Usm87]:

$$\text{rank}(F_2^T) = \text{rank}(F_2^T | M_a^T)$$

The next lemma helps to show that — provided there is a solution for $M_z$ — it has maximum rank $m$:

**Lemma**

For any two matrices $A \in \mathbb{Q}^{p \times b}$ and $B \in \mathbb{Q}^{b \times c}$ holds:

$$\text{rank}(AB) \leq \min(\text{rank}(A), \text{rank}(B))$$

**Proof** [Str86, p. 201]

$M_a$ (and hence $M_a^T$) is of rank $m$ and, therefore, any valid solution $M_z^T$ must be at least of rank $m$, according to the previous lemma. Since $M_z$ is a $(m, p_z)$-matrix, any valid solution for $M_z^T$ is exactly of rank $m$.

**Remark**

$F_2^T$ is a narrow $(p_a, p_z)$-matrix of (maximum) rank $p_z$. The dimension of the kernel of a matrix is the number of its columns minus its rank. Therefore, $F_2^T$ has only a null-dimensional kernel, which implies that the solution for $M_z^T$ is unique, provided there is a solution.

**Example**

Consider the two edges pointing to vertex $s_2$ in the main example (Ex. 5.2.3) of this section. The dimensionality of the grid is $m = 1$. 
Let $M_s = \begin{pmatrix} 0 & 1 & -1 \end{pmatrix}$ (derived via edge $a \rightarrow s_2$).

\[
\begin{align*}
\text{rank} (F_6^T) &= \text{rank} (F_6) = 1 \\
\text{rank} (F_6^T | M_s) &= \text{rank} \begin{pmatrix} 0 & 0 \\ -1 & 1 \\ 1 & -1 \end{pmatrix} = 1
\end{align*}
\]

Thus, the following system of equations is solvable:

\[
\begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix} M_c^T = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}
\]

The solution is $M_c^T (= M_c) = (-1)$.

### 5.5 The Heuristic

In the previous section, only methods for partial solutions have been presented. The heuristic combines these methods in order to find allocations for a complete access graph systematically. It is a greedy heuristic, i.e., each allocation is only computed once and never changed afterwards.

As we have seen that problems occur from multiple paths or multiple incoming edges, the first step is to find a subgraph that does not contain any of these phenomena: a branching of $G$.

#### 5.5.1 The Maximum Branching

##### 5.5.1.1 Definition

A branching is an acyclic graph, in which no two edges pointing to the same vertex.

A maximum branching of a graph $G$ is a subgraph that is a branching which maximizes the sum of its edge priorities (an edge priority is a positive number attached to an edge).
Remark

In a branching, each vertex \( r \) without incoming edges is the root of a tree. So it is possible to choose any maximum rank matrix \( M_r \) and subsequently calculate allocations for all other vertices in the graph. Thus, all accesses in a branching can be made local.

An efficient algorithm for finding a maximum branching is the one of Edmonds [EM92].

5.5.1.2 Choosing Priorities for the Edges

The edge set of the maximum branching can be controlled by means of the edge priorities. In order to get the maximum number of edges, the priority is set to 1 for each edge. A better objective is to find a branching with maximum communication volume. A simple but effective estimate of the communication volume of an access is provided by the rank of its access matrix. Therefore, we are going to use this rank as the priority for an edge.

5.5.1.3 Example

The maximum branching for our running example is shown in Figure 5.8 (showing also the priorities of the edges).

![Diagram](image)

Fig. 5.8: Maximum branching for the access graph of Figure 5.3 (grid: \( m = 1 \), \( m = 2 \))

5.5.2 Remark

The number of edges in the maximum branching is limited to \(|V| - 1\). In order to make more accesses local, additional techniques are necessary. Therefore, the heuristic consists of several steps.
5.5. The Heuristic

5.5.3 Root Vertex Heuristics

The allocations of the root vertices are the only remaining degree of freedom if all edges of the maximum branching are to be considered. We use the techniques discussed in Sections 5.4.3.4 and 5.4.3.6 for setting them to suitable values.

We only consider the outgoing edges of root vertices. The subset of edges which start at a root vertex and are not part of the maximum branching can be divided into two classes:

1. edges that point to a vertex of the same tree. These edges establish shortcuts in the tree.
2. edges that point to a vertex of another tree. They establish links between the separate trees.

We discuss heuristics for these two classes in the next two sections.

5.5.3.1 Shortcuts Inside a Tree

Shortcuts are alternative, single-edge paths to paths already present in the maximum branching. Thus, the techniques for multiple paths are suitable.

Let \( r \) be the root vertex of a tree of the maximum branching and let \( \bar{E} \) be the set of outgoing edges of \( r \) that establish shortcuts in the tree. Let \( F_{\pi_1}, \ldots, F_{\pi_k} \) be the corresponding weights of alternative paths for the \( k \) elements of \( \bar{E} \). In order to consider all elements of \( \bar{E} \), the following system of equations must have a maximum-rank solution:

\[
\begin{bmatrix}
M_r (F_{\pi_1} - F_1) = (0) \\
\vdots \\
M_r (F_{\pi_k} - F_k) = (0)
\end{bmatrix}
\]

Fig. 5.9: Shortcut edges in a tree
It can be transformed to a single matrix equation:

\[
M_r \left( F_{\pi_1} - F_1 | \ldots | F_{\pi_k} - F_k \right) = (0 | \ldots | 0)
\]

\[
:= F_{\tilde{E}}
\]

We have shown in Section 5.4.3.4, that a maximum-rank solution exists if \( \ker(F_{\tilde{E}}^T) \) is at least of dimensionality \( m \). Otherwise the following heuristic can be applied in order to get a subset of shortcut edges for which a maximum-rank solution exists:

1. Reduce \( \tilde{E} \) to a set \( \tilde{E}' \) which does not contain edges with equal weights. Assign a priority to each element of \( \tilde{E}' \) according to the number of edges in \( \tilde{E} \) which it represents.

2. Test for all edges \( e \in \tilde{E}' \) the dimensionality of \( \ker(F_{\tilde{E} \setminus \{e\}}^T) \).

3. Delete the edge with lowest priority out of the edges of \( \tilde{E}' \), for which the kernel in Step 2 has maximum dimensionality.

4. Repeat Steps 2 and 3 until the dimensionality of the kernel is at least \( m \) or \( \tilde{E}' = \emptyset \).

### 5.5.3.2 Links to Other Trees

Let \( \tilde{E} \) be the set of outgoing edges of root vertex \( r \) that point to readily allocated vertices of other trees. As we have seen in Section 5.4.3.6, it may be possible to reverse some of them by setting \( M_r \) to an appropriate value. We know that the allocation \( M_r \) is unique, provided there is a solution for it. Therefore, it does not make sense to build a compound access matrix like \( F_{\tilde{E}} \) in the previous section in order to reverse more edges at once. Either the solution for \( M_r \) is the same for all reversals or the system is not solvable. In the former case it would have been enough just to consider one of the edges. So we use the following procedure:
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1. Reduce $\bar{E}$ to a set $\bar{E}'$ which does not contain edges with equal weights pointing at vertices with equal allocation matrices. Assign a priority to each element of $\bar{E}'$ according to the number of edges in $\bar{E}$ which it represents.

2. Test all elements of $\bar{E}'$ by decreasing priority until a solution is obtained for one of them. Set $M_r$ accordingly.

5.5.3.3 Summary: Allocating a Root Vertex

For each root vertex $r$ the allocation matrix $M_r$ is found according to the following procedure:

1. Try to localize some accesses related to shortcut edges (Sec. 5.5.3.1).

2. If $M_r$ is not set yet, try to localize some accesses related to link edges (Sec. 5.5.3.2).

3. If $M_r$ is not set yet and there are link edges to not allocated vertices, defer the allocation of $M_r$ until these vertices are allocated.

4. Set $M_r$ to a default value, if it has not been set by any of the preceding steps. We use the truncated identity matrix of size $(m, p_r)$, where $p_r$ is the potential of $r$.

5.5.4 The Algorithm

Now, we have discussed all steps of the heuristic. An overview of the complete algorithm is given in the box below:

<table>
<thead>
<tr>
<th><strong>DION-ROBERT</strong> $(G, m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Build access graph $G = (V, E, m)$</td>
</tr>
<tr>
<td>2. Compute the maximum branching $G'$ of $G$.</td>
</tr>
<tr>
<td>3. Try to find a suitable allocation matrix $M_r$ for the root of a connected component of $G'$.</td>
</tr>
<tr>
<td>4. If Step 3 was successful, traverse the tree starting with $r$ and compute allocation matrices of the visited vertices: set $M_b = M_a F$ for an edge $a \rightarrow b$.</td>
</tr>
<tr>
<td>5. Repeat Steps 3 and 4 until all vertices are allocated.</td>
</tr>
</tbody>
</table>
Remark

If the allocation of some root vertices is deferred, a cyclic wait condition may occur: some root vertices wait for each other to be allocated. An implementation must be able to detect and resolve such a deadlock. This can be done by a progress check in Step 4: if no vertices have been allocated during a complete scan of the list of root vertices, the first deferred vertex is set to the default allocation when Step 3 is executed the next time.

5.5.5 Example

We demonstrate the algorithm on Example 5.2.3 for grids of dimensionalities \( m = 1 \) and \( m = 2 \). The maximum branching (the same for both values of \( m \)) is depicted in Figure 5.8. Root vertices are \( s_1 \) and \( c \).

Allocation to a grid of dimensionality \( m = 1 \).

- Select \( s_1 \) as the root vertex: Outgoing edges that establish shortcuts in the maximum branching are \( s_1 \xrightarrow{F_3} b \) and \( s_1 \xrightarrow{F_1^{-1}} a \). We have found in Section 5.4.3.4 a solution for \( M_{s_1} \) that makes the former access local:

\[
M_{s_1} = \begin{pmatrix} 0 & 1 \end{pmatrix}
\]

This localizes \( s_1 \xrightarrow{F_1^{-1}} a \), too.

- Traverse the tree of \( s_1 \) in the maximum branching:

\[
M_a = M_{s_1}F_1^{-1} = \begin{pmatrix} 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}
\]

\[
M_{s_2} = M_aF_5 = \begin{pmatrix} 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & -1 \end{pmatrix} = \begin{pmatrix} 0 & 1 & -1 \\ 0 & 1 & -1 \end{pmatrix}
\]

\[
M_b = M_{s_2}F_4^{-1} = \begin{pmatrix} 0 & 1 & -1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 & -1 \\ 0 & 1 & -1 \end{pmatrix}
\]

- Select \( c \) as the root vertex: The only outgoing edge of \( c \) is \( c \xrightarrow{F_6} s_2 \), which is not in the maximum branching. It is possible to reverse it, as we have seen in Section 5.4.3.6:

\[
M_c = (-1)
\]
Allocation to a grid of dimensionality \( m = 2 \).

- Again, select \( s_1 \) as the root vertex. Neither \( \Gamma_2 \) nor \( \Gamma_3 \) can be made local, since the kernel dimensionality of the difference of the path weights is not sufficient (Sec. 5.4.3.4). Therefore, set \( M_{s_1} \) to the default:
  \[
  M_{s_1} = \begin{pmatrix}
  1 & 0 \\
  0 & 1
  \end{pmatrix}
  \]

- Traverse the tree of \( s_1 \) in the maximum branching:
  \[
  M_a = M_{s_1} F_1^{-1} = \begin{pmatrix}
  1 & 0 \\
  0 & 1
  \end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  0 & 1
  \end{pmatrix} = \begin{pmatrix}
  1 & 0 \\
  0 & 1
  \end{pmatrix}
  \]
  \[
  M_{s_2} = M_a F_5 = \begin{pmatrix}
  1 & 0 \\
  0 & 1
  \end{pmatrix} \begin{pmatrix}
  1 & 0 & 1 \\
  0 & 1 & -1
  \end{pmatrix} = \begin{pmatrix}
  1 & 0 & 1 \\
  0 & 1 & -1
  \end{pmatrix}
  \]
  \[
  M_b = M_{s_2} F_4^{-1} = \begin{pmatrix}
  1 & 0 & 1 \\
  0 & 1 & -1
  \end{pmatrix} \begin{pmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & 1
  \end{pmatrix} = \begin{pmatrix}
  1 & 0 & 1 \\
  0 & 1 & -1
  \end{pmatrix}
  \]

- \( c \) has potential 1 and, therefore, cannot be placed onto a two-dimensional grid.

A summary of the results is presented in the table below:

<table>
<thead>
<tr>
<th>Allocation</th>
<th>( m = 1 )</th>
<th>( m = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1, (i, j) )</td>
<td>( j )</td>
<td>( (i, j) )</td>
</tr>
<tr>
<td>( s_2, (i, j, k) )</td>
<td>( j - k )</td>
<td>( (i + k, j - k) )</td>
</tr>
<tr>
<td>( x_1, x_2 )</td>
<td>( x_2 )</td>
<td>( x_1, x_2 )</td>
</tr>
<tr>
<td>( x_1, x_2, x_3 )</td>
<td>( x_2 - x_3 )</td>
<td>( x_1 + x_3, x_2 - x_3 )</td>
</tr>
<tr>
<td>( x )</td>
<td>( -x )</td>
<td></td>
</tr>
</tbody>
</table>

5.5.6 Comparison with the Original Heuristics

The heuristic presented is not the same as the one proposed by Dion and Robert, though the underlying ideas are taken from [DR94b]. There, the maximum branching plus multiple-path and cycle techniques are combined to
the simple heuristic. It becomes the refined heuristic, when multiple incoming edges are handled, too.

For the simple heuristic, no concrete algorithm is presented. So we reduce it to the outgoing edges of root vertices in order to preserve the greedy, straight-forward character of the maximum branching.

Multiple incoming edges are treated differently than in Section 5.4.3.6. Virtual edges are inserted in the access graph in order to mark the possibility of localizing two access edges pointing to the same vertex.

5.5.7 Towards an Optimal Solution

Of course, a heuristic is never optimal. Better heuristics are likely to exist. Thus, it would be interesting to have an algorithm for the optimal solution in order to detect weaknesses of a heuristic or possible improvements. But such an algorithm has to solve large optimization problems. The most tricky problem, when linear (integer) programming should be used, seems to be that the matrices must be of maximum rank.

5.6 Internalizing Communications

Dion and Robert concentrate on making communications local. No distinction is made between local and internal communications. But as local communications may still cause overhead (of an amount that depends on the real target architecture), it is desirable to internalize as many of them as possible.

The allocations obtained by the original method [DR94b, DR95] are purely linear. No constant shifts are calculated. So one possibility is to look for constants afterwards that maximize the amount of internal communications. Another possibility is to modify the method in such a way that it internalizes rather than localizes communications. Both approaches are discussed in the next two sections.

5.6.1 Shifting Allocations

Shift constants for statement and data allocations should be determined in order to make some of the local communications really internal. We assume that all allocation matrices are computed already and that $\Gamma_1, \ldots, \Gamma_\gamma$ are the $\gamma$ accesses which are now local. The communication distance for a local access $\Gamma_\alpha$ to variable $x_\alpha$ in statement $s_\alpha$ is:

$$\Delta_\alpha = c_{s_\alpha} + M_{s_\alpha} f_\alpha - c_{x_\alpha}$$
\( \Delta_\alpha \) is a vector of size \( m \) for all \( \alpha \). We define \( D \) to be a \((m, \gamma)\)-matrix, whose \( \alpha \)-th column is \( \Delta_\alpha \):

\[
D = \begin{pmatrix}
\Delta_1 & \cdots & \Delta_\gamma
\end{pmatrix}
\]

The objective of the optimization is to make as many columns of \( D \) as possible equal to \( 0 \). To achieve this, we look for the (lexicographic) minimum of a vector \( d \) defined as follows:

\[
\min \left\{ d : d \in (\mathbb{Q}^+)^\gamma : (\forall \alpha : 0 \leq \alpha \leq \gamma : d_\alpha = \sum_{i=1}^{m} |D_{i,\alpha}|) \right\}
\]

The optimization tool PIP is able to solve a linear program of this type. We obtain a set of constants \( c_{s_1}, \ldots, c_{s_{|\Gamma_1|}} \in \mathbb{Q} \) and \( c_{x_1}, \ldots, c_{x_a} \in \mathbb{Q} \), where \( a \) is the number of arrays in the program.

**Example**

We demonstrate the calculation of shift constants for Example 5.2.3 and for a one-dimensional grid. Note that \( d = |D| \) is this case.

- **Variable a:** \( M_a = \begin{pmatrix} 0 & 1 \end{pmatrix} \), \( M_a f_1 = 0 \), \( M_a f_2 = -1 \), \( M_a f_5 = 0 \)
- **Variable b:** \( M_b = \begin{pmatrix} 0 & 1 & -1 \end{pmatrix} \), \( M_b f_3 = 1 \), \( M_b f_4 = 0 \)
- **Variable c:** \( M_c = \begin{pmatrix} -1 \end{pmatrix} \), \( M_c f_6 = 0 \)

Thus, without any shift, we have the following access distances:

\[
D = (0, -1, 1, 0, 0, 0)
\]

Access \( \Gamma_1 \) is already internal. \( \Gamma_2 \) cannot be made internal as this would displace \( \Gamma_1 \), which is to the same array in the same statement. \( \Gamma_3 \) gets internal by setting \( c_{s_1} = -1 \). \( c_{\alpha} \) can be adapted to keep the distance of the accesses of \( s_1 \). So we get:

\[
c_{s_1} = -1, \quad c_{s_2} = 0, \quad c_{\alpha} = 1, \quad c_{b} = 0, \quad c_{c} = 0
\]

The optimal access distances are: \( D_0 = (0, -1, 0, 0, 0) \).
5.6.2 Homogeneous Accesses

For some parallel computer architectures even local communications may be too expensive. So the goal should be to really eliminate a communication and not only to make it local.

The original method can be adapted to this objective in an easy way: by using homogeneous representations of the affine functions rather than only the linear parts. In these functions, the constant part is integrated as the highest dimension of the linear part. So accesses, statement and data allocations look as follows:

\[
\begin{align*}
\Pi_s : \mathbb{Z}^{d+1} &\to \mathbb{Q}^m : \Pi_s(i) = M'_s i \\
\Pi_x : \mathbb{Z}^{n+1} &\to \mathbb{Q}^m : \Pi_x(a) = M'_x a \\
\Gamma : \mathbb{Z}^{d+1} &\to \mathbb{Z}^{n+1} : \Gamma(i) = F' i
\end{align*}
\]

Then, the communication distance \( \Delta \) simplifies to:

\[
\Delta(i) = M'_s i - M'_x F' i
\]

So the allocation algorithm is looking for internal communications only:

\[
M'_s - M'_x F' = (0) \implies \Delta(i) = 0
\]

Compared to the original definitions (Def. 5.2.1), the functional matrices have the following contents:

\[
M'_s = \left( \begin{array}{c|c} M_s & c_s \end{array} \right), \quad M'_x = \left( \begin{array}{c|c} M_x & c_x \end{array} \right), \quad F' = \left( \begin{array}{c|c} F & f \\ 0 & 1 \end{array} \right)
\]

As \( M_s \) and \( M_x \) are of rank \( m \), also \( M'_s \) and \( M'_x \) are of rank \( m \). Also the homogeneous access matrix \( F' \) is of maximum rank if \( F \) is. Thus, all access edges present in the non-homogeneous graph appear in the access graph for the homogeneous matrices.

It is even possible to consider more accesses, as the rank of \( F' \) may be higher than that of \( F \). Consider the following example:

**Example**

This fragment of a loop program is to be placed onto a two-dimensional grid:
The rank of $F'$ is sufficient and, therefore, allocation matrices $M'_s$, $M'_x$ of rank $m$ can be found:

$$M'_x = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \Rightarrow M'_s = M'_x F' = \begin{pmatrix} 1 & 0 \\ 1 & -2 \end{pmatrix}$$

The allocation matrix $M_s = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ is not of rank 2 (which is impossible for a statement of depth 1). Nevertheless, an allocation has been found. This is useful for imperfectly nested loops, since allocations are calculated for more statements. A more general solution for statements of insufficient depth is presented in Section 5.7.2.

We can check that the communication is really internal now:

$$\Delta(i) = M_s i + c_s - M_x (F_i + f) - c_x$$
$$= \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} i + \begin{pmatrix} 0 & 0 \\ 0 & -2 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \left( \begin{pmatrix} 1 \\ 1 \end{pmatrix} i + \begin{pmatrix} 0 \\ -2 \end{pmatrix} \right) + \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$
$$= \begin{pmatrix} i \\ i - 2 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} i \\ i - 2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$

**Differences to the Purely Linear Approach**

At first sight, the use of homogeneous accesses seems to be as good or even superior to the use of the linear accesses. The access graph and, therefore, its maximum branching look the same or even form a superset of the original graph. But the matrices are more complex and, hence, chances of finding allocations which zero out more of them at once are reduced.

**5.7 Implementation**

Here, two problems are discussed which arise in the LoPo context: parametric access functions and allocations for statements with nesting depth lower than the dimensionality of the processor grid. An options overview concludes this section.
5.7.1 Parametric Access Functions

In this chapter, all affine functions have been parameter-less. But the initial definition of an affine function (Def. 2.2.5) allows parametric functions. Thus, a method for handling parameters is needed. The idea is to treat them as indices of additional loops around the statement. So matrices for statement allocations and accesses grow by $p$ columns. But we do not generally extend the index space by the complete set of $p$ parameters. There are two arguments against it:

1. The potential of all statements would be increased to $d + p$, which is likely to exceed the dimensionality of any array. Thus, all edges would point from an array vertex to a statement vertex and all paths would have only length 1.

2. Narrow access matrices may not be of maximum rank anymore, when they get expanded to width $d + p$.

The consequences of the first argument to the allocation are not certain. This may or may not decrease the number of localized accesses. But the second argument definitely results in allocations of reduced quality. This unwanted effect can occur, even if only the minimum set of parameters is included, as the following example demonstrates.

**Example**

Consider the two accesses in the following statement of depth $d = 1$. As the parameter $n$ occurs in the second access, the depth is increased to $d^r = 2$.

```plaintext
for $i := 0$ to $n$ do
    $a[i, i] := a[n - i, i - 1]$  
    $F_1 = \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix}$,  
    $F_2 = \begin{pmatrix} -1 & 1 \\ 1 & 0 \end{pmatrix}$

od
```

The rank of the first access is too low for the new depth, while the second, parameterized access can be considered.

5.7.2 Statements with Insufficient Depth

Only accesses with rank at least the dimensionality $m$ of the processor grid are considered in the access graph. Therefore, statements of depth lower
than $m$ are always represented by isolated vertices. No allocation matrix of rank $m$ can be found for them either. But every statement must have an allocation. So one possibility is to give a default allocation to the statement which does not take any of its accesses into account.

A better method is to build a new access graph for an $(m-1)$-dimensional grid with the not allocated statements and arrays. So accesses of dimensionality $m - 1$ may be considered for allocating these statements and arrays.

This procedure can be repeated with decreasing dimensionality of the grid until all statements have allocations. Arrays are permitted not to have an allocation, which means that subsequent modules are free to allocate them to wherever they want.

Allocations with lower dimensionality can always be interpreted as one layer (more generally: linear subspace) of a higher-dimensional grid. Thus, if all allocations are required to be of same dimensionality, they can be filled with zero rows if needed. The box below gives an overview of this top-level algorithm:

\[ \text{Dion-Robert-Top}(G, m_0) \]

\[
\begin{align*}
m &:= m_0 \\
\text{Repeat} & \\
\text{Dion-Robert}(G, m) & \\
m &:= m - 1 \\
\text{Until all statement allocations are computed} &
\end{align*}
\]

**Example**

One-dimensional and two-dimensional allocations for Example 5.2.3 have been presented in Example 5.5.5.

Now, let us try an allocation to a three-dimensional grid. The only access of rank 3 is $\Gamma_4$. Thus, the access graph and its maximum branching have only a single edge with weight $F_4$. Allocations are determined only for $s_2$ and $b$:

\[
M_b = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad M_{s_2} = M_b F_4 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

$M_{s_1}$ is not determined yet, so the access graph is constructed for $m = 2$. It contains only accesses to array $a$, as the allocation of $b$ is fixed already. We
have already stated in Example 5.5.5 that it is not possible to localize both accesses from $s_1$ to $a$ for a grid of dimensionality $m = 2$. So just $\Gamma_1$ is made local. Allocation matrices for $s_1$ and $a$ are:

$$M_a = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad M_{s_1} = M_a F_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

No allocation for $c$ is calculated.
Thus, only accesses $\Gamma_1$ and $\Gamma_5$ are localized.

### 5.7.3 Options Overview

In Figure 5.11, the allocator’s option box as realized in the LooPo frontend is shown (including references to the corresponding sections in this thesis).

![Option box of the LooPo implementation](image)

Fig. 5.11: Option box of the LooPo implementation

Short explanations are given for two options that have not been described so far.

### 5.7.3.1 Optimizing Inverses

We have used the following matrix as left inverse of $F_3$ in our example:

$$F_3^{(l)} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & -1 \end{pmatrix}$$

As mentioned already in Section 2.2.3, left inverses are not unique. The following matrix is a left inverse of $F_3$, too:

$$\tilde{F}_3^{(l)} = \begin{pmatrix} \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{2} & \frac{1}{2} & 0 \end{pmatrix}$$

It is even more likely that standard techniques of linear algebra (e.g., the Gauss-Jordan algorithm) result in $\tilde{F}_3^{(l)}$ rather than in $F_3^{(l)}$. As we prefer
integral coefficients for allocation functions, we try to optimize left inverses by linear integer programming:

\[
\min \{ \| F^{(l)} \| : F^{(l)} \in \mathbb{Z}_{m \times n}^{n \times m}, F \in \mathbb{Q}_{m \times n}^{n \times n} : F^{(l)} F = I \}
\]

If there is no solution for this minimization problem, we switch back to the Gauss-Jordan algorithm.

### 5.7.3.2 Scaling Allocations

Some subsequent modules may have problem with fractional results of the allocation function. Then, this option is useful, since it scales all allocations to integral coefficients.
6 Conclusion

We have presented the two partial solutions of the parallelization step of an automatically parallelizing compiler. A time step and a place is assigned to every operation, when schedule and allocation are fixed.

Basically, the two methods meet the requirements which we have postulated at the beginning. They accept imperfectly nested loop programs with affine accesses and dependences. The scheduler is reasonably fast and could even be accelerated by using the implementation strategies of [DV96]. The allocator is very fast in its current implementation. Thus, there is room for a refined, more expensive heuristic.

The scheduling results are nearly optimal for dependence polyhedra. Great improvements are only possible by the use of a more precise dependence abstraction. Small improvements are possible for the top level of the algorithm (hypergraphs or direct scheduling) and for imperfectly nested loops.

The allocation results can be improved by a better heuristic. They also should be improved in order to justify the costs required for the code generation: affine statement and data allocation. Possible starting points for improvements are:

- An adaption of the techniques that are used for the root vertices to every vertex visited.

- A more flexible access graph. The current graph is constructed according to worst-case predictions. Everything which may cause trouble is disregarded. So more edges might be added to the graph. Then it must be decided if an edge can be used at the time when the allocation of its source or target is known.

The Darte-Vivien scheduler is more advanced than the Dion-Robert allocator. As both are important to the quality of the target program, efforts should be made to improve the allocator.
Another desirable goal would be to coordinate allocator and scheduler in order to make their results compatible. Nevertheless, both methods are very promising for use in a practically usable compiler.
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