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Abstract. We present an algorithm for solving Diophantine equations which
are linear in the variables, but non-linear in one parameter. This enables us
to compute data dependences in more general situations than is possible with
current algorithms.

1. Introduction

Finding data dependences, i.e., determining which operations of a program access
the same memory cells, is the basis for automatic parallelisation and cache opti-
misation. For example, in the code shown in Figure 1(a), we can ask which loop
iterations (7, 7) and (i, ') access the same elements of the array A. In algorithms
proposed and implemented so far, this analysis is restricted to the case that loop
bounds and array index expressions are terms which are linear in the variables
(7,7 in the example) and the structure parameters (m,n in the example). Syn-
tactic treatment of non-linearities has been suggested [PW95], but our aim is to
lift the restriction to linear parameters algebraically. Banerjee’s data dependence
analysis [Ban93] consists of two steps. First, it handles equations arising from the
array accesses in the program. Second, it takes inequalities in the loop bounds and
the execution order into account. As noted by Banerjee, handling the Diophan-
tine equations exactly in the integers is most important; the inequalities can be
handled in the reals without losing much accuracy in practise.

The algorithm we present solves Diophantine equations which are linear in
the variables, but non-linear in one parameter. This enables us to generalise Baner-
jee’s dependence analysis to computing the data dependences in presence of one
non-linear parameter. Some special cases with multiple non-linear paramters, most
importantly proving the absence of dependences, can also be handled. The inequal-
ities are handled in the reals using existing techniques [GGLOG].

2. Solving Equations

Given x A = b with A € Z™*", b € Z™, Banerjee’s algorithm solves for x € Z™
in a two-step procedure. First, U € Z™*™ and S € Z"™*"™ are computed such



2 Stefan Schuster and Armin Gréfilinger

that U is unimodular, S is an echelon matrix and UA = S (“extended GCD”).
Second, tS = b is solved for t € Z™ (“backward substitution”). The solutions
for x are then given by x = t U. Generalising both steps to handling a non-linear
parameter p, i.e., to the case in which the coefficients of the variables can be
arbitrary polynomials in p, yields our main result:

Theorem 2.1. The solutions of t A = b with A € Z[p]™*™, b € Z[p|™ and the
parameter p € Z can be represented by a finite case distinction on p which can be
computed algorithmically.

To this end, we introduce the ring AZQ 2 Z[p] and show that, in Theorem 2.1,
Z[p] can be replaced by AZQ. A similar therorem cannot hold for the case with
more than one parameter, since the number of steps needed to compute ged(p1, p2)
is unbounded [vdD03]. We proceed by showing the generalisation of the two phases.

2.1. Extended GCD Computation
P

The GCDs we must compute are mappings d : p — Y i ¢ (p) \_Tji, which we call
AT Q polynomials, where the ¢; : Z — 7 are periodic functions with some common
period . The set of all AZQ polynomials forms a ring and is exactly the set of
quasi-polynomials f with f(Z) C Z.

Theorem 2.2. Let f,g € Z[p]. Then the mapping p — ged(f(p), g9(p)) is an ATQ
polynomial (called the ATQ GCD of f and g).

In the non-parametric case of A € Z2*!, the matrices S and U are essentially
constructed by exploiting the fact that ged(a,b) = ged(b,a — kb) with of k = | ¢ ].
This yields a sequence A = (a,b)” = (ag,bo)T — (a1,b1)T — -+ = (a,,0)T = 8
of column vectors (and unimodular matrices U; with (a;y1,bi41)7 = U; (as,b;)7
such that U = U,y - ... Up). Let us call this the GCD sequence of (a,b). To
generalise this procedure to integral polynomials f,g € Z[p], we have to handle

two different cases (assuming w.l.o.g. that deg(f) > deg(g)):
(1) If deg(f) = deg(g), we can “lift” the GCD sequence (HC(f),HC(g)) —

(HC(g),HC(f) — LHC(f)J) — -+ of the highest coefficients of f and g to

HC(g)
the polynomials themselves: (f,g9) — (g, f — ngg;Jg) — ---. As soon

as the second component becomes zero within the sequence, the degree of
one polynomial in the lifted sequence decreases. Note that gcd ( f(p), g(p)) =
ged(g(p), f(p) — kg(p)) holds for all p, k € Z, which is necessary to show the
correctness of our method.

(2) If deg(f) > deg(g), we have in general HC(g) f HC(f), i.e., we cannot reduce
f by g within Z[p]. However, a degree reduction of f by g becomes possible
if we substitute the parameter p by Ip’ + ¢ yielding f/(p) := f(Ip’ + i) and
gi(p") :== g(Ip’ + i), where p’ is a new parameter (i.e., we switch from Z[p]
to Z[p']),  := |HC(g)| and i € {0, ..., — 1}. Each ¢ now represents the case
that p =; 4. In each case, we find that HC(g;) | HC(f/) and we continue the

K2

GCD computation with the polynomials g; and f/ — p’deg(f)_deg(g)%gg.
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2 -1
for (i=0; i<=m; i++) 0 (1) 8 8 "
for (j=0; j<=m; j++) S = , U= 2
. . . 0 01 0 1
Aln*i+2%j] = i+j; "
0 001 —-%
(a) code 2
(b) result for n =20

FiGURE 1. Data dependence example

We have shown [Sch07] that, in each case the substitution is compatible with
the computation of ged(f(p), g(p)). A full algorithm to compute a description of
ged(f(p),9(p)) in dependence of p can be implemented by repeating the appro-
priate step (depending on the degrees of f and g) until one of the polynomials is
zero, and termination can be guaranteed because the sum of the degrees of the
polynomials involved decreases with each step. The unimodular matrices can be
constructed analogously to the non-parametric case. Similarly, this result can be
extended from 2 x 1-matrices to arbitrary m X n-matrices, just as is described by
Banerjee [Ban93] for the non-parametric case.

2.2. Backward Substitution

At the core of the non-parametric backward substitution for solving ¢S = b lies
the transition from equations of the form ¢;s; = b, with 0 # s; € Z, b, € Z to
the representation t; = IS)—’E7 provided that s; | b;. In the parametric setting, the
equations are of the form t;f(p) = g(p) with f, g € Z[p] (since the entries in S are
AT Q-polynomials in p) and we have to describe those p for which f(p) | g(p). The
following theorem states that a description with finitely many cases is possible.

Theorem 2.3. Let f,g € Z[p] and let D(f | g) C Z denote the set of integers p with
f®) | g(p). Then there are some l induced by the ATQ GCD of f and g, some
finite set M C Z and k € {0,...,1} different integers 0 < nj < --- < ng <1 such
that
D(flg)=MUIZ+n)U---U(Z+ng).
(p)

Moreover, for each n;, we can compute some h; € ATQ such that h;(p) = %
whenever p =; n;.

The n; and h; can be computed algorithmically. This shows that the back-
ward substitution can be performed with a finite case distinction. Together with
the echelon matrix computation, this yields a procedure for solving systems of
equations, as is claimed in Theorem 2.1.

3. Example

Let us consider the program shown in Figure 1(a). To establish which iterations
(i,7) and (¢',j) write to the same memory location, we have to consider the
equation (4,7,i',7') A = 0 with A = (n,2,—n,-2)T. The echelon reduction on A
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starts by computing the GCD of f(n) = n and g(n) = 2. Since their degrees are
different, we have the two (= |HC(g)|) cases f§ = 2n/, g{ = 2 if n =3 0 and
fil=2n"+1, g{ =2 if n =, 1. This yields a ged(f(n), g(n)) of 2 for even n and
of 1 for odd n. For space reasons, we omit the other GCD computations and show
only the result for even n in Figure 1(b). Backward substitution in ¢S = 0 yields
t1 =0, tg, 3,14 € Z and (’i,j,i/,j/) =tU = (t27t37t4, %(tg — t4) + tg). FlnlSthg
the analysis by taking the loop bounds and (', ;') < (4,7) into account, we find
(since Z(tg —ts) +t3 < m and t2,t3,t4 > 0 must hold) that n < 2m is a required

2
condition for dependences to exist.

4. Conclusion

Using certain quasi-polynomials, we are able to generalise backward substitution
and the GCD computation involved in echelon reduction to the case with one non-
linear parameter. This enables us to extend the set of data dependences which
can be computed. For space reasons, we have not reported on how to generalise
Theorems 2.2 and 2.3 to f,g € AZQ and how our procedure can be applied to
special multi-parameter cases. The details can be found in [Sch07].
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