ABSTRACT

Feature-Oriented Software Development (FOSD) is a paradigm for the development of software product lines. A challenge in FOSD is to guarantee that all software systems of a software product line are correct. Recent work on type checking product lines can provide a guarantee of type correctness without generating all possible systems. We generalize previous results by abstracting from the specifics of particular programming languages. In a first attempt, we present a reference-checking algorithm that performs key tasks of product-line type checking independently of the target programming language. Experiments with two sample product lines written in Java and C are encouraging and give us confidence that this approach is promising.
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1. INTRODUCTION

Feature-Oriented Software Development (FOSD) is a paradigm for the development of software product lines [3,11,13,26]. The key idea is to modularize software systems in terms of features. A feature is a unit of functionality of a software system that satisfies a requirement, represents a design decision, or provides a configuration option [3]. Typically, with a set of features, a developer describes the commonalities and variabilities of a family of software systems of a particular domain (i.e., a software product line).

There are various ways of making the features of a software product line explicit in its document and code base [22]. Compositional approaches such as AHEAD [11] encapsulate the code that belongs to a feature in a cohesive and composable unit. Once we have made features explicit in terms of cohesive and composable units, a customized software system can be generated automatically, simply by selecting a valid subset of features. Commonly, a feature model defines which feature selections are valid [13], and tools are available that check selections for validity [12,23].

A challenge addressed in recent work is to guarantee that every valid feature selection produces a type-correct program [5,14,15,20,28]. The problem is that, during the lifetime of a software product line, the feature model and the features’ implementations tend to diverge. That is, programs may be well-typed that are not valid in terms of the feature model and programs may be ill-typed that are valid in terms of the feature model. The latter case is problematic because such errors are usually detected only when the program in question is generated based on a feature selection. Due to the possibly very large number of different valid feature selections, this may happen late in the development process, leading to high costs and ripple effects. Generating and compiling all programs is feasible only for small product lines. Product-line type checking addresses this problem by checking the entire code base of a product line once against the product line’s feature model to ensure that no valid feature selection produces an erroneous program.

Contemporary product-line–checking approaches are tailored to specific programming languages, development tools, or formalisms, which limits principally their general applicability (see Sec. 5). We would like to explore how far we can implement product-line checking independently of the particular language or formalism used. This approach is inspired by previous work on language-independent feature composition tools [6,7] and type systems [1]. Naturally, there is a trade-off between generality and expressiveness. That is, in our quest to increase generality, we may lose expressiveness, but we argue that this path is worth exploring and that our initial results are encouraging.

We concentrate on a subclass of possible type errors: dangling references. In a product line, code of one feature may refer to code of another feature (e.g., in the form of a method invocation or field access); if the former feature is selected and the latter is not, the former has a dangling reference, reported by the type system. We propose a language-independent model of programs with references, define (two
variants of) an algorithm for detecting potential dangling references, and apply our prototypical implementation to two sample product lines written in Java and C.

2. PRELIMINARIES

Our language-independent model of feature-oriented product lines is based on previous work on feature algebra [8] and feature composition tools [6]. For illustration, we use the small example of a variable graph data structure, which is motivated by one of our case studies in Section 4. The graph example consists of the three features GRAPH, WEIGHTS, and DIJKSTRA whose meanings will become clear later. It has been implemented in FeatureHouse, a tool that supports the composition of code written in a number of languages, among them Java [6].

2.1 Feature Structure Trees

We describe the structure of a feature, independently of the programming language, by a feature structure tree (FST). An FST organizes the feature’s structural elements (e.g., files, classes, fields, or methods) hierarchically. Figure 1 depicts an excerpt of the Java implementation of feature GRAPH and its representation in the form of an FST. One can think of an FST as a stripped-down abstract syntax tree that contains only essential information. The nature of this information depends on the degree of granularity at which software artifacts are to be used, analyzed, or composed, as we discuss below.

For example, the FSTs we use to represent Java code contain nodes that represent packages, classes, fields, methods, etc. They do not contain information on the internal structure of methods and so on. A different level of granularity would represent additionally statements or expressions as nodes (finer granularity) [21].

Each node of an FST is labeled with a name and a type (types are not shown in Figure 1, for brevity). We call two nodes compatible if they have the same name and type and compatible parents. A node’s name\(^1\) corresponds to the name of the structural element it represents and a node’s type corresponds to the syntactic category to which the element belongs. For example, class GRAPH is represented by node GRAPH of type class (type omitted in Figure 1, for brevity). We must consider both the name and the type to prevent ambiguities.

Figure 1: Implementation and FST of feature GRAPH (excerpt).

```
1 package graph;
2 class Graph {
3     List<Node> nodes;
4     List<Edge> edges;
5     void add(Node n) {
6         ...
7     }
8     ...
9 }
10 class Node {
11     int id; ...
12 }
13 class Edge {
14     Node src, dest; ...
15 }
```

\(^1\)Depending on the language and purpose, a name could be a simple identifier, a signature, etc.

Note that, at the granularity we chose for Java, the order of nodes could be arbitrary, but this may be different at a finer granularity (e.g., the order of statements matters) and it may also differ for other languages (e.g., the order of C functions and of overlapping Haskell patterns matters) [6]. The FST model has been used to formalize and implement feature composition based on FST superimposition, of which we report elsewhere [6,8].

It has been shown that the FST model is very general. It can be used with different languages including object-oriented (e.g., Java and C#), imperative (e.g., C), functional (e.g., Haskell), modeling (e.g., UML), and relational languages (e.g., Alloy) [2, 4, 6, 9]. Next, we extend the FST model with references.

2.2 Adding References

First, we introduce the concept of a reference into the FST model. Then, we discuss key design decisions.

References. A product line consists of multiple features, each of which is represented by an FST. Commonly, there are dependences between the individual features. One feature may extend or use another (e.g., in that it invokes a method belonging to the other feature). This kind of reference is common in many languages. Examples of references are field accesses in Java, references between grammar product rules in JavaCC, associations in UML, and so on. Hence, we extend the FST model by references. A reference is a pair of a name of source FST element and a name of a destination FST element. The two elements need not to point to the same FST.

Let us illustrate references by means of our graph example. In Figure 2, we show the implementation and FST of feature WEIGHTS. It refines class Edge of feature GRAPH by adding a new field weight.\(^2\)

```
1 package graph;
2 class Edge {
3     int weight;
4     ...
5 }
```

Figure 2: Implementation and FST of feature WEIGHTS (excerpt).

In Figure 3, we show the implementation and FST of feature DIJKSTRA, which implements Dijkstra’s algorithm for solving the shortest-path problem. It introduces class Dijkstra that, at some point, accesses field weight of class Edge.

The three features refer to one another: WEIGHTS refers to GRAPH and DIJKSTRA refers to GRAPH and WEIGHTS. A reference has a source (left-hand side) and a target (right-hand side). The source consists of the feature’s name and the element’s fully-qualified name. The target consists only of the element’s fully-qualified name. In the graph example, we

\(^2\)When composing feature GRAPH and feature WEIGHTS, the two declarations of class Edge are merged; this is a form of mixin composition [11].
have the following references, excluding the inner references of a feature to itself:

\[
\begin{align*}
(W \text{Ig}w Ks, E) & \rightarrow (E) \\
(Dijkstra, \text{shortestPath} \rightarrow \text{shortestPath}) & \rightarrow (N) \\
(Dijkstra, \text{shortestPath}) & \rightarrow (E) \\
(Dijkstra, \text{shortestPath}) & \rightarrow (E) \\
\end{align*}
\]

It is important to note that the target element can be part of different features, so it is not fixed to which element another element points—references are resolved after the desired features have been selected by a user to generate a final program. For example, there may be multiple features that introduce different kinds of weights. It is the task of the reference checker to ensure that there is a proper target for each reference in every valid feature selection.

Discussion. Programs and documents written in various languages can be represented by FSTs [6] and references are a language-independent concept. In fact, the extended FST model represents (a subset of) the context-sensitive abstract grammar of a language, whereas the plain FST model without references represents (a subset of) the context-free abstract grammar. Essentially, the first design decision was to detach the reference model from the underlying language and to base it entirely on FSTs. This way, we attain language independence but may reduce expressiveness in that we cannot represent the full type structure of a language, which may interfere with reference checking. Language independence also implies that references (and FSTs) have to be represented in a general format. For a product line to be checked, FSTs and references have to be extracted by (language-specific) code analysis tools. Then, reference checking is generic and uniform.

A second design decision we made is that we model references as pairs of FST elements. This is the simplest model possible and we use it until we encounter the need for a more complex model. In some languages, we may need references with multiple possible targets. Furthermore, some languages may need a more dynamic view of references, for instance, to take dynamic binding into account.

The third design decision we made is that a reference contains, beside the source and target elements, also the source feature; in contrast, the target feature is not contained in the reference and undefined until the user selects a set of features. The rationale is that, if a piece of code contains a reference, we know to which feature the piece belongs, but we do not know which feature provides a proper target for the reference—in fact, there may be multiple features. However, in some languages, there may be situations in which the type of the target element is relevant (e.g., a field with type `String` instead of `int`). Since we currently do not support full typing, we cannot address this issue without losing language independence.

FSTs and their references provide insight into the structural interactions between features. The knowledge about the features of a product line, their references, and their valid selections (i.e., the feature model) allows us to formulate a language-independent reference-checking algorithm.

### 2.3 Feature Models

Before we describe the reference-checking algorithm, we repeat briefly the basics of feature models. A feature model describes the valid feature selections of a software product line [19]. There are different approaches and notations for describing feature models [12]. We use the approach of Batory in which a feature model is represented by a propositional formula [10]. The formula contains, for each feature, a boolean variable and expresses the constraints between features. Most other notations can be translated to propositional formulas.

A propositional formula describing the variability of our graph example could look as follows:

\[
(W \text{Ig}w Ks \lor Dijkstra) \Rightarrow \text{Graph}
\]

The formula states that, whenever `Weights` or `Dijkstra` are selected, then also `Graph` has to be selected. A consequence is that the features `Weights` and `Dijkstra` are optional and independent (which can lead to a dangling reference, as we will explain shortly).

Solver technology can be employed to answer a number of questions on feature models including whether a feature selection is valid or whether a feature is always, sometimes, or never present when another feature is present [12], which is interesting information for reference checking. For example, feature `Graph` is always present when one of the other two features is present and feature `Weights` is sometimes present when feature `Dijkstra` is present.

Typically, a feature model describes the variability of a product line without considering a particular implementation. Hence, the variability of a domain does not necessarily need to be consistent with the variability of the corresponding implementation. There may be valid feature selections that lead to programs with type errors. For example, assuming the feature model of Equation 1, there is a valid feature selection that leads to an incorrect program in our graph example. By selecting `Graph` and `Dijkstra` only, we get a type error because `Dijkstra` refers to field `weight`, which belongs to the non-selected feature `Weights`.

The graph example illustrates that implementation variability may differ from domain variability. Both kinds of variability can be described by feature models. The feature model that describes the implementation variability of our graph example, henceforth called the implementation model, is:

\[
(W \text{Ig}w Ks \lor Dijkstra) \Rightarrow \text{Graph} \land \\
(Dijkstra \Rightarrow Weights)
\]

Compared to the feature model of Equation 1, henceforth called the domain model, it contains an additional constraint that states that, whenever `Dijkstra` is selected, `Weights` has to be selected, too. A key task of reference checking is to derive information on implementation variability and to check it against domain variability to discover potential dangling references.
proceeds in three steps:

1. Rather than creating a single propositional formula for the entire implementation model, one propositional formula per reference is generated, which describes the constraints implied by the reference, called the reference model. Again, at least one target of the reference (i.e., its feature) must be present when the source feature is present (Line 3).

2. A SAT solver checks whether the constraints imposed by each single reference are consistent with the domain model (Line 5).

3. If the constraints of some reference are not satisfied, a counterexample is generated (Line 8). Based on the counterexample, for the dangling reference in question, all features with proper targets are identified (Line 11).

Discussion. Both variants of the reference-checking algorithm have a similar input-output behavior. They expect domain and structural information and provide information on dangling references and potential target features. For our graph example, both variants of the algorithm would produce an output like the one shown in Figure 4.

So what is the difference between the two variants and why have researchers invented them in the first place? A key difference is the size and number of propositional formulas to be checked for consistency with the domain model. In the global variant, we have a single, possibly large formula; in the local variant, we have many smaller formulas. This difference may be crucial for performance, an issue that has

3. REFERENCE-CHECKING ALGORITHM

There are two variants of our reference-checking algorithm, each of which has been inspired by a different branch of previous work (see Sec. 5): the **global reference-checking algorithm** creates a single propositional formula (i.e., the implementation feature model) that covers all references [14, 15, 28]; the **local reference-checking algorithm** creates a propositional formula for each reference that covers exactly the constraints implied by this reference [5, 20].

Global Reference-Checking Algorithm. In Algorithm 1, we list the global variant of the reference-checking algorithm including comments. It takes as input the following ingredients of a product line: the domain feature model, the FSTs of all features, and the references between FST elements. Based on this information, the global variant of the algorithm proceeds in three steps:

1. The input FSTs and references are analyzed to obtain the implementation feature model. To this end, for each reference, all proper target elements are searched. At least one target (i.e., its feature) must be present when the source feature is present. This requirement is added as a disjunctive clause to the propositional formula of the implementation model (Line 2).

2. A SAT solver checks whether the implementation model is consistent with the domain model (Line 4).

3. If the two models are not consistent, a counterexample is generated, which is a set of features that contains dangling references (Line 7). Based on the counterexample, for each dangling reference, all features with proper targets are identified (Lines 12–17).

Local Reference-Checking Algorithm. In Algorithm 2, we list the local variant of the reference-checking algorithm, including comments. Like in the global variant, it takes as input the domain feature model, the FSTs of all features, and the references between FST elements. The algorithm proceeds in three steps:

1. Rather than creating a single propositional formula for the entire implementation model, one propositional formula per reference is generated, which describes the constraints implied by the reference, called the reference model. Again, at least one target of the reference (i.e., its feature) must be present when the source feature is present (Line 3).

2. A SAT solver checks whether the constraints imposed by each single reference are consistent with the domain model (Line 5).

3. If the constraints of some reference are not satisfied, a counterexample is generated (Line 8). Based on the counterexample, for the dangling reference in question, all features with proper targets are identified (Line 11).

Discussion. Both variants of the reference-checking algorithm have a similar input-output behavior. They expect domain and structural information and provide information on dangling references and potential target features. For our graph example, both variants of the algorithm would produce an output like the one shown in Figure 4.

So what is the difference between the two variants and why have researchers invented them in the first place? A key difference is the size and number of propositional formulas to be checked for consistency with the domain model. In the global variant, we have a single, possibly large formula; in the local variant, we have many smaller formulas. This difference may be crucial for performance, an issue that has
gained too little attention in the past. Admittedly, there is initial evidence that extracting a complete implementation model is possible in linear time [27] and that solving large formulas that represent feature models is possible in practice in polynomial time [25]. But there is also evidence that solving many small formulas is efficient because intermediate results can be cached and reused [5].

In the future, we intend to address this issue systematically. A contribution of our language-independent model (and tool) is that we can represent both variants at an abstract level, reveal their principal differences, and provide a basis for experiments.

Another difference between the local and global variant of the reference-checking algorithm is error reporting. The local variant is finer-grained in that it identifies potential dangling references directly and points to the corresponding locations in the code. The global variant searches first for an erroneous feature selection and identifies then potential dangling references, but only for this selection. The local variant identifies all potential dangling references. This makes the debugging process less iterative and more efficient.

4. PROTOTYPE AND CASE STUDIES

As a proof of concept, we have been developing a prototype of a product-line reference checker in Haskell, called FeatureTweezer. Checking for dangling references in a product line, FeatureTweezer expects the product line’s FSTs, the references, and the feature model. Currently, an FST is encoded as a set of prefix-closed identifiers (the prefix encodes the path in the FST), each of which denotes an FST element. A reference is encoded as a pair of FST element identifiers. A feature model is encoded in the GUIDSL format [10], but, as illustrated in Figure 5, alternative formats are possible. We depict the input data for our graph example to FeatureTweezer in Figure 6, simplified and adapted for presentation purposes.

Figure 5: Input and output of FeatureTweezer.

FeatureTweezer processes all input information, transforms it into a suitable internal format, and feeds it into the reference-checking algorithm (see Sec. 3). To check reference constraints and implementation models against the domain model, we use funsat\(^4\), an open-source native Haskell SAT solver. It provides a counterexample if the models are not consistent. This information is used to find sources of dangling references and potential features that provide proper targets.

To gather experience with FeatureTweezer, we applied it to two sample product lines: the graph product line (GPL) of Lopez-Herrejon and Batory [24] and the feature-oriented email client of Hall [18]. The former product line is implemented in Java and the latter is implemented in C. A key challenge is to extract the necessary information for FeatureTweezer (FSTs, references, and feature model). For the purpose of our initial experiments, we chose a pragmatic approach. We extracted the FSTs with FeatureHouse\(^5\) and the references with Doxygen\(^6\) and CCVisu\(^7\). We extended FeatureHouse to export the FSTs of a product line to the expected format and we configured Doxygen and CCVisu such that the element identifiers in the references correspond to the element identifiers in the FSTs; the feature models were available as part of the sample product lines.

The fact that we were able to check two product lines written in two different languages illustrates the potential of our approach. We did not find bugs in the two sample product lines. This is not surprising because they are rather small and well-tested. However, the product lines were useful for testing our tool by introducing errors artificially. The size of the sample product lines does not allow us to draw any conclusions on the differences in performance and resource consumption between the local and the global reference-checking algorithm. In further work, we intend to check more and larger product lines, written in different languages, to discover real bugs and to measure performance and resource consumption.

5. RELATED WORK

Our work on reference checking feature-oriented product lines has been motivated by previous work on type systems for product lines [5, 14, 15, 20, 28]. Reference checking is an important subset of type checking, so we believe we have taken an important step toward a general tool suite for product-line engineering.

Thaler et al. developed a type system for feature-oriented product lines, based on Java, that does not check all

\(^3\)FeatureTweezer, including the examples and case studies, is available on the Web: [http://www.sosy-lab.org/~dbeyer/CCVisu/](http://www.sosy-lab.org/~dbeyer/CCVisu/)

\(^4\)http://github.com/dbueno/funsat/

\(^5\)http://www.fosd.de/fh/

\(^6\)http://www.doxygen.org

\(^7\)http://www.sosy-lab.org/~dbeyer/CCVisu/
individual programs but the individual feature implementations [28]. In a number of case studies, they found numerous hidden errors using their type rules. Our global variant of the reference-checking algorithm is inspired by their type-checking algorithm, which generates a single, large propositional formula representing implementation variability. Furthermore, Delaware et al. developed a formal model of the type system of Thaker et al. and proved its soundness [15].

Even previously to the work of Thaker et al., Czarnecki and Pietroszek presented an automatic verification procedure for ensuring that no ill-formed UML model template instances will be generated from a valid feature selection [14], which also uses a global reference-checking algorithm. That is, they type check product lines that consist not of Java programs but of annotated UML models (they use OCL constraints to express and implement a kind of type system for UML, annotations denote features).

Our local reference-checking algorithm is inspired by our own work on formal type systems for product lines [5, 20]. Kästner and Apel have developed the formal calculus CFJ based on a subset of Java and a set of type rules for checking annotation-based product lines [20]. Like in the approach of Czarnecki and Pietroszek, and in contrast to AHEAD, variability is implemented with #ifdef-like directives or similar annotations on the source code [21]. Kästner and Apel use a local type-checking algorithm to guarantee type correctness. Similarly, Apel et al. [5] define a formal model of a feature-oriented language and a corresponding product-line type system based on a compositional approach and a subset of Java.

All of the approaches we discussed so far are tailored to specific languages and core languages. An interesting aspect is that our model is able to express reference checking in both composition-based and annotation-based product lines. Both can be reduced to FSTs and references.

Tartler et al. demonstrate that implementation models of C code including preprocessor directives can be extracted in linear time [27]. As in the global reference-checking algorithm, they extract the implementation model once in the form of a single propositional formula. Mendonca et al. demonstrate that consistency checking in the global approach is possible in practice in polynomial time [25]. Apel et al. illustrate how caching can be used to scale the local variant of reference checking by reusing intermediate results [5]. These pieces of work illustrate that there is a potential for tuning the performance of type checking product lines. Our approach and tool can provide a basis for further experiments in this direction.

6. CONCLUSION

We presented a language-independent reference checking algorithm for feature-oriented product lines. To this end, we extended the existing model of feature structure trees with references. Our algorithm checks an entire product line and reports whether any valid feature selection results in a product line. We developed a prototypical tool called FEATURE Tweezer, which we used to check two sample product lines written in Java and C for dangling references. We believe that our work is a first step toward a more general understanding of and more general tools for feature-oriented product lines implemented using both compositional units and annotations.

In further work, we plan to extend our approach based on language-independent, cross-language, or extensible type systems [1,16,17] with other well-formedness criteria such as mutual exclusion, typing, and subtyping. Furthermore, we plan to extend existing feature algebraic models with references and to reason about the effects of references on algebraic properties. Finally, we intend to conduct further case studies of different domains, written in different languages and provide evidence on the generality of our approach, to discover real bugs, and to measure performance and resource consumption of local and global reference checking.
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