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Abstract—Customizable software systems allow users to derive
configurations by selecting features. Building a performance mod-
el to understand the tradeoff between performance and feature
selection is important to be able to derive a desired configuration.
A challenge is to predict performance accurately when features
interact. Another is that, in practice, we can often measure
only few configurations as a sample for prediction, and we
cannot select these configurations freely to cover certain feature
interactions. We propose an incremental and variability-aware
approach to performance modeling based on statistical learning.
Our approach incorporates performance-relevant feature inter-
actions and quantifies their influence implicitly during the process
of performance modeling. It identifies the most relevant feature
selections automatically for performance prediction. Empirical
results on six real-world case studies show that our approach
achieves an average of 94 % prediction accuracy measuring few
randomly selected configurations.

I. INTRODUCTION

Customizable software systems facilitate software config-
uration by variability management, i.e., by identifying and
controlling commonalities and variations in a set of software
artifacts such as requirements, architecture, components, and
code [1]-[3]. Commonalities and variations are defined and
managed by variability models, which are used in many
real-world, customizable systems such as the Linux kernel
and the embedded operating system eCos [4]. Today, the
most widely used variability models are feature models, in
which features are essentially configuration options relevant to
users [5]-[7]. Every configuration derived from a customizable
system is represented by a combination of features. A feature
model defines all valid feature combinations (a.k.a., feature
selections) of a customizable system. As shown in Figure 1,
a feature model can be displayed as a tree-like structure
that defines relationships among features. These relationships
define the choices that users can make when configuring a
system.

For a customizable software system, each derived con-
figuration and its corresponding feature selection need to
satisfy various user requirements [8]-[11]. One of the most
important user requirements is performance (e.g., response
time, throughput, and resource utilization), because it directly
affects user perception and costs [12]. Variability-aware per-
formance modeling identifies and incorporates the correlations
between performance and feature selection and helps users
make tradeoffs when configuring a system to satisfy a certain

performance goal [13]. For example, the database illustrated in
Figure 1 can be configured to achieve maximum performance
when used on a server, but may also be configured for low
energy consumption when deployed on a smartphone.

Users need performance models to understand the influence
of a feature selection on performance and to answer questions
like “What happens to performance if | use this configura-
tion?” [13]. Users can also use performance models to an-
ticipate and eliminate performance anomalies [14]. Moreover,
software configuration in practice is often “reconfiguration”
[15], [16], i.e., users start with a default configuration and
then modify it; in this case, performance models help users
choose a proper starting point close to the final performance
goal.

It is non-trivial to build performance models for customiz-
able software systems. First, even for a small feature model,
feature combinatorics can produce an exponential number of
configurations [10]. For example, the relatively simple feature
model shown in Figure 1 gives rise to 2,560 valid configura-
tions. So, it is usually infeasible to carry out a comprehensive
performance measurement for all valid configurations of a
customizable system [9]. Hence, in practice, often only a
limited set of configurations is measured, either by simulation
in the lab or by monitoring in the field (i.e., in practical
deployments) [13]. How to use few measured configurations to
build performance models with reasonable prediction accuracy
(e.g., above 90 %) is still an open issue.

Second, feature interactions may cause unexpected behavior
and unpredictable performance anomalies, which makes many
straightforward assessment methods not applicable [17], [18].
For example, the performance influence of two features, both
appearing in a configuration, may not be easily deducible from
the performance influence of each feature in separation. It
is still a major challenge to detect and incorporate feature
interactions and their performance influence effectively [19].

Third, existing approaches detect feature interactions mainly
by heuristics, based on different feature coverage criteria [8],
[9], [20]. For example, the pair-wise heuristic assumes that
features interact mainly in pairs; it selects and measures a
specific set of configurations that cover all pair-wise feature
interactions for performance prediction [8]. However, in prac-
tice, the configurations that we can measure or that we already
have (e.g., by monitoring in the field) are often random;



and they may not meet any feature coverage criterion. Is it
possible to use random configurations as a basis for reasonable
performance modeling?

We aim at building variability-aware performance models to
address the above challenges. We formalize the performance
modeling problem and reduce it to a nonlinear regression
problem, and we use a statistical learning technique to solve
the problem and to model the correlations between perfor-
mance and feature selection. Our approach incorporates feature
interactions and quantifies their performance influence implic-
itly along with the learning process. It identifies the feature
selections most relevant to performance automatically and uses
them for performance prediction. Our approach works in an
incremental way so that users can use it to produce prediction
results starting with a small set of measured configurations,
and extend it when further configurations are available. The
main contributions are summarized as follows:

o We propose an incremental and variability-aware ap-
proach to performance modeling with reasonable predic-
tion accuracy based on few random sample configura-
tions.

« Our approach aims at automatically identifying the most
relevant feature selections for performance prediction,
which implicitly incorporate performance-relevant feature
interactions; it also applies to higher-order feature inter-
actions without additional effort.

« We demonstrate the practicality and generality of our
approach by experiments on a public dataset with six
customizable systems spanning different domains, imple-
mentation languages, and configuration mechanisms.

o Empirical results show that our approach produces an
average of 94 % prediction accuracy on the evaluated
dataset. Moreover, our approach shows a desirable and
robust increasing trend of accuracy with the increase of
sample configurations.

Il. PROBLEM FORMALIZATION AND CHALLENGES

Figure 1 shows the feature model of Berkeley DB (C
version)! using the notation defined in [5], [21]. A feature
model FM defines all N features F' = {f;} with1 <i < N
and all valid configurations C' of a customizable system. A
configuration ¢ € C' is an assignment of selection or deselec-
tion to each feature in the feature model. A configuration is
valid if the assignment is allowed by the feature model.

We define a Boolean-valued function over F' denoting
whether a feature is selected, i.e., z : F — {Y, N}. That is, if
z(f) =Y, then feature f is selected, otherwise it is deselected.
We represent a configuration as a set of assignments to all
features, ie., ¢ = {z(f1),z(f2),...,z(fn)}. For simplicity,
¢ = {x1,22,..,xn}, if we mark a position number on
each feature in the feature model. For example, in Figure 1,
a configuration with the selected features {DB, CRYPTO,
PAGESIZE, PS1K, CACHESIZE, CS16M} can be encoded
as {:cl = Y, To = Y, Tg = Y,(Elo = Y,(L'L, = Y,:L'17 = Y}2

Lhttp://www.oracle.com/us/products/database/berkeley-db/
2Here, we omitted the deselected features for brevity.
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[9.PAGESIZE|  [5.VERIFY |

[10.PS1K |[ 11.PS4K |[ 12.PS8K |[ 13.PS16K [ 14.PS32K |

Figure 1. Feature model of Berkeley DB (C version)

For a certain performance metric P, we define a real-valued
function on C to indicate the actual performance influence
of each configuration, i.e., p : C — R. The problem
is that we cannot measure p(c) for every ¢ € C due to
the exponential number of configurations. In practice, we
have only a limited set of already produced and measured
configurations C' = {¢1,és, ..., ém} C C (usually |C| < |C])
and their corresponding performance measurements P(C‘) =
{p(é1),p(¢2), ..., p(ém)}. Given C and P(C) as input, the goal
is to find a hypothesis function & to predict the performance
influence of each configuration in C' as accurately as possible:

h:C — R s.t. L(h(c),p(c)) is minimal (1)

where L(h(c),p(c)) is a loss function for penalizing errors in
prediction. Assuming C' as input, p(c) as the target output,
C and P(C) as training examples, and h(c) as the target
hypothesis, the above problem can be formulated as a learning
problem [22].

To solve such a learning problem, the challenges are mani-
fold. First, given a certain performance metric (e.g., response
time), each feature in the feature model has its own relevance
to the metric. How to identify the most relevant features and
filter out the irrelevant ones? Second, we cannot use simple
linear models such as h(c) = >, Biz; as performance
models, because the change of performance influence could
be nonlinear due to feature interactions. How to build such
a nonlinear model? Furthermore, the effects of many learning
techniques depend heavily on the quantity and quality of input
training examples [22]. In our case, we have only few random
configurations (|C| < |C|). How to achieve prediction with
reasonable accuracy using limited training examples?

I11. OVERVIEW OF APPROACH

To address the challenges above, we propose an incremen-
tal and variability-aware approach to performance modeling
based on statistical learning. Figure 2 illustrates the approach.
From the user viewpoint, the approach answers the following
question: What is the value of the performance metric P
(e.g., response time or throughout) for the application A using
configuration ¢? Our approach matches ¢ with the most similar
performance decision rule of A and returns a quantitative pre-
diction of P (i.e., h(c)). The rules are obtained automatically
by statistical learning from existing training examples. Further,
users can verify the prediction by simulation in the lab or
monitoring in the field. The verified results can be reused as
training examples. Thus, our approach works in an incremental
way and produces results based on existing data.
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Figure 2. Overview of our approach

TABLE |
EXAMPLE DATASET OF BERKELEY DB

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 p(c)
Y YNNY Y Y NY N N Y N N Y N N Y N 107352
Y NY NY NNY Y N N Y N N Y N N N Y 07715
Y NN Y N Y Y N Y N N Y N N Y N N Y N 0.5008
Y NY Y Y Y YYY N N N N Y Y N N N Y 21563
Y NNNY Y NY Y N N N N Y Y N Y N N 09484
Y NNY NNY Y Y Y N N N N Y N Y N N 05802
Y YY Y Y NNNY N N N N Y Y N N Y N 389490

IV. VARIABILITY-AWARE PERFORMANCE MODELING

This section presents our approach in detail. We describe
each step of the process underlying our approach, providing
the main intuitions behind the approach and the research
question that need to be studied experimentally.

A. Data Interpretation and Preparation

According to the data nomenclature defined in [23], all
training examples form a dataset. Each training example is an
observation, namely a measured configuration ¢ € C' C C and
its actual performance measurement p(¢). Each observation is
recorded in terms of variables, which can be distinguished
as input variables and output variables. Input variables are
measured or preset data items; in our case, they are the
variables to indicate the selection or deselection of features de-
fined in each configuration, i.e., {z1, 22, ..., xx }. FOr example,
Table | shows an example dataset of Berkeley DB, in which
input variables, x; through x19, denote the features shown in
Figure 1. Output variables are the variables influenced by the
input variables. Here, they are the variables with respect to the
performance metric P.

Generally, a feature in a feature model can be either abstract
or concrete [24]. A feature is abstract if and only if it is not
mapped to any implementation artifacts; a concrete feature is
mapped to at least one implementation artifact. Thus, we have
the following intuition:

Intuition 1. The actual performance influence of a config-
uration results from all of its concrete features.

Furthermore, some features will appear in all valid configu-
rations, e.g., the features “DB”, “PAGESIZE” and “CACHE-
SIZE” shown in Figure 1. These features provide no informa-
tion to help distinguish the performance influence of different
configurations (a.k.a., information gain in information theory
and statistics [25]). This observation yields another intuition:

Intuition 2: Features that appear in all valid configurations
of a feature model provide no information for performance
modeling.

According to the above two intuitions, we process the input
dataset by removing the abstract features and by removing the
features appearing in all valid configurations, which reduces
the number of input variables.

B. A Nonlinear Regression Problem

Variables can store different types of data. In our case, input
variables are categoric and output variables are numeric. A
categoric variable is one that takes on a single value from
a fixed set of possible values, while a numeric variable has
values that are integers or real numbers [23]. In our case, every
input variable x; has two values “Y” and “N” to indicate if
a feature is selected in a configuration or is not. The output
variable for a configuration ¢ has two kinds of numeric values:
the actual performance measurement p(c) and the predicted
performance influence h(c). The input dataset is the set of
measured configurations C' and the corresponding performance
measurements P(C‘). Due to the numeric output and possible
feature interactions, the problem defined in equation (1) re-
duces to a nonlinear regression problem [26].

An effective approach to nonlinear regression is to sub-
divide, or partition, the dataset into smaller regions where
feature interactions are more manageable, for example, higher-
order feature interactions are decomposed into pair-wise fea-
ture interactions. We continue to partition the sub-divisions
recursively, as in hierarchical clustering [26], until finally we
get to chunks of the dataset that are so manageable that we
can fit simple models to them.

C. Classification and Regression Trees (CART)

Classification and regression trees (CART) is a simple and
efficient technique to implement the above recursive partition-
ing process [27]. CART uses a tree to represent the recursive
partition. As shown in Figure 3, CART starts with the input
dataset (C' and P(C')) and then partitions it into two mutually
exclusive parts by a split node. Here, the first split node is
the input variable zo, which indicates whether the feature
“CRYPTO” is selected or not. Observations with x5 = “N”
go to the left, and observations with zo = “Y” go to the
right. The observations in each part are partitioned again by
further split nodes (e.g., the variable x 1, of feature “PS32K”).
The partition process continues recursively until each terminal
node or leaf of the tree represents a cell of the partition and
has attached to it a simple local model, which applies to that
cell only. To determine which cell a configuration is in, we
start at the first split node and then match the value of each
split with the configuration until a leaf. Suppose that we use |{|
to indicate the number of all samples contained in any cell ,
we define the local model in the cell using a simple piecewise-
constant model [28], namely the sample mean of the output
variable in that cell:

=3 pé). @
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Figure 3. Example CART for 139 training examples of Berkeley DB

For example, in Figure 3, there are 42 observations in the
leftmost cell and the sample mean is iy = 2 302, p(é) =
0.5105. If a new configuration c satisfies zo = N A x14 =
N A x13 = N, then it also falls into the leftmost cell and its
predicted performance influence is h(c) = h; = 0.5105.

Generally, all split nodes beyond the first split (i.e., root)
imply interaction effects [28], i.e., the interacting influence of
all input variables appearing in split nodes. For example, the
influence of the variable z,4 (feature “PS32K”) depends on
the value of variable z, (feature “CRYPTO”). Suppose that
there are ¢ leaves in a CART, we can formulate the global
model of CART within the function framework of an additive
model [26] as follows:

q
h(c) = 25i5i($17$2,-~-,$1\7) 3
=1

where ¢; is a function to represent the combination of input
variables in the branch from root to the i*" leaf, and 3; is
the corresponding weight to indicate the interacting influence
of all variables in the branch. Defining an indicator function
I:{d;} — {0,1} to denote if formula ¢, is satisfied, we can
represent all the branches of CART with indicator variables.
For example, a part of the global model for CART shown in
Figure 3 is as follows:

h(c) =0.5105 % I(xo = N Az14 =N Ax13=N) +
11322 [(za =NAzu =NAz13=Y) +---.

This equation can be easily translated into a set of decision
rules, as shown in Figure 2. For example, the above equation
can be paraphrased using if-then rules as follows:

If 2o = N Ax14 = N Ax13 = N, then h(C) = 0.5105;
If 2o = NAx1s =N Ax13 =Y, then }L(C) =1.1322; ---.

From Figure 3 and the above equations and decision rules,
we can easily see the effects of whenever two or more input
variables interact. These combinations of interacting variables
and their identified effects represent the feature selections
most relevant to performance and their influence. Essentially,
they also incorporate performance-relevant feature interactions
and their influence implicitly. For example, in Figure 3, the
branch from root to the rightmost leaf identifies a performance-
relevant feature combination (zo =Y Az1u =Y Aa3 =Y)
and its influence 38.9690, which may incorporate the influence

of pair-wise feature interactions such as fo# fi14 and fo#f3
or higher-order feature interactions such as fo# fia# f3.2

D. CART Design for Variability-Aware Performance Modeling

1) Choosing Split Nodes: The first problem that CART
needs to solve is determining how to split the input dataset
using information contained in the dataset. Recall the loss
function used in equation (1). The most common loss func-
tion for a regression problem is sguared error loss [26]:
L(h(c),p(c)) = (h(c) — p(c))®. The within-node sum of
squared errors for a given CART T is:

SN (- p(@))? )

l€leaves(T) ¢ €l

S:

where h; is the local model defined in equation (2) for leaf I.
Thus, we rely on the following intuition to build a CART:

Intuition 3: To achieve minimal prediction error, we choose
the split node that minimizes S as the best one for each
recursive partition of CART.

2) Scale of Training Set: Many learning techniques depend
heavily on the quantity and quality of training examples [22].
Regardless of impact of noises, more training examples imply
higher accuracy. However, in practice, it is usually difficult
to obtain performance measurements for many configurations.
For example, SQLite* has 3,932, 160 configurations (see Ta-
ble I); measuring even just 1 % of them would be extremely
time consuming. Since the number of all features in a feature
model (i.e., N) is often far less than the number of all
configurations (e.g., SQLite has only 39 features), a practical
consideration is to use the linear number of features as the
size of the input training set, e.g., N, 2« N, or 3« N. This
leads to the following research question:

RQ 1: Can we achieve a reasonable prediction accuracy
based on a small training set whose size is proportional to
the number of features?

3) Pruning: An important problem for building a good
CART is how to prune the tree to avoid overfitting training
examples. A hypothesis function 4 is said to overfit the training
examples if there exists another hypothesis h’, such that &
has smaller error than h’ over the training examples, but
h' has a smaller error than A over the whole population of
all possible inputs [22]. Overfitting is a significant practical
difficulty for many learning techniques [22]. For CART, many
pruning techniques have been proposed to avoid overfitting
[28] and existing tools also provide parameters to control the
pruning process [23]. However, systematical tuning of these
parameters often leads to a manual, iterative process [13].

To implement a simple automated process of building
CART, we use the size of the input training set (i.e., m = |C|)
to automatically set the values of two parameters minsplit and
minbucket. The minsplit parameter specifies the minimum
number of observations that must exist at a node in the
tree before it is considered for splitting. The minbucket

3Here, # is the notation of feature interactions defined in [18].
4http:/ivww.sglite.org/



parameter is the minimum number of observations in any
leaf node. Considering the scales of systems we studied, the
rules of automated parameter setting conform to the following
intuition:®

Intuition 4: If 0.1 xm < 10, then minbucket = L0.1 xm +
0.51 A minsplit = 2 x minbucket; otherwise minsplit =
L0.1 x m + 0.545 A minbucket = vminsplit/2,. Finally,
mansplit > 4 A minbucket > 2.

For example, as shown in Figure 3, we build a CART
with minsplit = 14 and minbucket = 7 for Berkeley DB’s
139 training examples. Furthermore, we use only the two
parameters and fix others to control the pruning process and to
generate CART automatically, which leads to another research
question:

RQ 2: Can we use only the two parameters minsplit and
minbucket set automatically by Intuition 4 to generate CART
automatically and avoid overfitting?

4) Feature Coverage: Two common feature coverage cri-
teria are feature-wise, which covers configurations with and
without every individual feature, and pair-wise, which covers
configurations with and without every pair-wise feature in-
teraction [8], [9], [41]. The feature-wise heuristic determines
a feature’s performance influence by calculating the perfor-
mance delta of two configurations with and without the feature.
The pair-wise heuristic selects and measures a specific set
of configurations that cover all pair-wise feature interactions
relevant to performance. Some heuristics are also designed to
cover various higher-order feature interactions [8], but they
are based on feature-wise and pair-wise heuristics and need
more measurements. The feature-wise and pair-wise heuristics
depend on a set of specifically selected configurations, whereas
our approach uses random configurations that do not need to
conform to any feature coverage criterion. Thus, we have the
following research question:

RQ 3: What is the difference of effects between our ap-
proach using random configurations and the feature-wise or
pair-wise heuristics for comparable sizes of training sets?

5) Missing Data: Missing data are a problem for all sta-
tistical analyses [28]. In our case, the training examples are
randomly selected and the size of training set is supposed to
be comparatively small, so the training set is likely to have
missing values for some features. Although CART is claimed
to be robust to missing data [28], we are still interested in the
following research question:

RQ 4: Is our approach robust when using few random
training examples?

A special situation is that the training set has completely
missing values for some features, i.e., missing features [28].
For example, users could prefer configurations with certain
features; thus, the produced and measured configurations do
not cover all features defined in the feature model and miss
some features completely [20]. In our case, for all configu-
rations in the training set, if an input variable z;, = “N”,
then the training set misses feature f;; if x; = “Y”, feature

SHere, . indicates rounding down, i.e., Lz = maz{n € Z|n < z}.

fi is excluded during performance modeling according to
Intuition 2, which is essentially also a situation of missing
features. The feature-wise or pair-wise heuristics cannot be
used in this case. This leads to an interesting research question:

RQ 5: Does our approach produce reasonable predictions
using a training set with some missing features?

E. Smilarity Match

As shown in Figure 2, predicting performance for a new
configuration ¢, our approach will match ¢ with the most
similar decision rule of A and returns the quantitative pre-
diction of P (i.e., h(c)). According to the CART shown in
Figure 3 or its derived decision rules, the similarity match
is straightforward, i.e., matching the configuration with a
complete branch from root to a leaf in the CART or the
complete premise of a decision rule. For example, consider
a new configuration with selected features {DB, CRYPTO,
REPL, SEQ, PAGESIZE, PS32K, CACHESIZE, CS64M}, it
matches the branch (z2 =Y, 214 = Y, 25 = N) in the CART
shown in Figure 3, and its performance influence predicted
by the branch is 37.6846. Here, our approach finds out only
the feature selections that are most relevant to the performance
metric and produce minimal performance variance in the input
dataset, which leads to the following research problem:

RQ 6: Can the performance influence of a configuration be
predicted only by the features selections identified by CART?

V. EVALUATION

To answer the above research questions, we implemented
our approach using R 2.15.1 and Java (Eclipse 4.2 with JVM
1.7). Ris a language and environment for statistical computing
and graphics.® We used Rattle and rpart packages in R to
generate CART [23]. We also developed a rule generator to
automatically parse the generated CART and extract decision
rules. Furthermore, we performed experiments to evaluate our
approach. Our empirical results are presented in this section.’

A. Experimental Setup

We use a publicly-available dataset [8] for two reasons.
First, the dataset covers a reasonable spectrum of practical ap-
plication scenarios. As shown in Table Il, there are six existing
real-world customizable systems with different characteristics:
different sizes (45 thousand to 300 thousand lines of code,
192 to millions of configurations), different implementation
languages (C, C++, and Java), and different configuration
mechanisms (such as conditional compilation, configuration
files, and command-line options). Second, the dataset includes
the performance measurements of all configurations of all
systems (The exception is SQLite where the original authors
measured 4,553 configurations as the sample and additional
100 random configurations for accuracy evaluation [8]). For
each system, the performance has been measured using its

Bhttp://www.r-project.org/
7An implementation of our approach and all experimental results including
intermediate data are available at http://code.google.com/p/cpm/.



TABLE Il
OVERVIEW OF THE ANALYZED SYSTEMS

No. System Domain Lang. LOC ICI N PW
1 Apache Web Server C 230,277 192 9 29
2 LLVM Compiler  C++ 47,549 1,024 11 62
3 x264 Video Enc. C 45,743 1,152 16 81
4 Berkeley DB Database C 219,811 2,560 18 139
5 Berkeley DB Database Java 42,596 400 26 48
6 SQLite Database C 312,625 3,932,160 39 566

Lang. - Language; LOC - Lines of Code; |C| - number of all configurations;
N - number of all features; PW- number of measurements by pair-wise heuristic.

standard benchmark either delivered by its vendor (e.g., O-
racle’s standard benchmark for Berkeley DB) or often used
in its application community (e.g., autobench and httperf for
Apache Web Server).

In our experiments, independent variables are the kind of
the analyzed system and the size of the training set. The
prediction fault rate (L2ctual_predicied]y ang the model building
time for each configuration of a system are measured as
dependent variables. To reduce the fluctuations in dependent
variables caused by random generation, we performed five
repetitions for each combination of independent variables.
All measurements were performed on the same Windows 7
machine with Intel Core i5 CPU 2.5 GHz and 8 GB RAM.

1) Generation of Training and Test Sets: We randomly
selected a certain number of configurations from the dataset
as the training set and all of the rest as the test set. Note
that for all but one system the dataset contains the entire
population of configurations. For each system, we generated
four sizes of training sets: N, 2x N, 3% N, and PW. N is the
number of features of each system, and PW is the number
of measurements needed by pair-wise heuristic mentioned in
Section 1V-D4. The two numbers for each system are listed
in Table I1. For each size of the training set, the generation
process is repeated five times.

2) Smulation of Missing Features; We simulated the situ-
ation of missing features, as discussed in Section 1V-D5. For
each system, we first randomly selected a certain number of
features and fixed their indicator variables to a certain value
(“Y” or “N”). Here, we set two percentages 20 % and 40 % of
all relevant features (excluding those identified by Intuitions 1
and 2). Then, we randomly selected a set of configurations
satisfying the above fixing conditions from the dataset as the
training set and all of the rest as the test set. For example,
in Figure 1, if the indicator variable of feature “CRYPTO”
is fixed to “N”, i.e., zo = “N”, then all configurations
in the training set miss feature “CRYPTQO”; if zo = “Y7,
then feature “CRYPTO” appears in all configurations in the
training set but is excluded during performance modeling (see
Intuition 2), which is also a situation of missing features.

Here, the size of training sets is the number of measure-
ments needed by the pair-wise heuristic, i.e., PV in Table II.
However, sometimes, we may not be able to collect enough
configurations satisfying the fixing conditions. For example,
all configurations satisfying a fixing condition are less than

PW. If the collected configurations are less than % « PW, we
discard them and produce no results. The above generation
process is repeated five times. That is, for each percentage
(20% or 40 %) and each value (“Y” or “N”), we randomly
selected five different combinations of features and fixed their
values to generate training sets and test sets.

B. Results

We first measure the fault rate and the model building time
of our approach for RQ 1, 2, 4 and 6. Then, we compare our
approach with feature-wise and pair-wise heuristics for RQ 3.
Finally, we measure the fault rate using training sets with
some missing features for RQ 5. Each experiment includes
hypothesis and evidence.

1) Fault Rate: The hypothesis of this experiment is that
our approach can produce meaningful prediction trends and
results when working with different kinds of systems and small
training sets. Figure 4 shows the statistics of fault rates when
applying our approach to the six systems listed in Table 11 and
four sizes of input training sets (i.e., N, 2« N, 3 x N, and
PW). Figure 4(a) shows the boxplot of all statistics including
outliers. We can see that the outliers decrease significantly as
the size of the training set increases (N ~ PW). Figure 4(b)
excludes the outliers so that the box, the median, and the
whisker can be shown clearly. Table Il lists the medians
and means of fault rates. From Figure 4(b) and Table I1I, we
can see an obvious decreasing trend of the fault rate with
an increasing training set. When the size of the training set
reaches P, the median of fault rates reduces to less than
8 % and the mean less than 10 % for all systems. For half of
the analyzed systems, our approach produces the median less
than 8 % and the mean less than 9 % using only the training
set with size N.

2) Model Building Time: A further hypothesis is that our
approach can build performance models fast when working
with different kinds of systems and small training sets. Fig-
ure 5 shows the measured time consumption of model building
when applying our approach to the six systems and four
sizes of training sets. For most of the systems (five out of
the six), the time consumption is less than 0.04s. This is
because these systems have less than 30 features in the feature
model and less than 150 configurations as the training set,
as listed in Table Il. Only for SQLite with 38 features, the
time consumption shows an increasing trend as the size of the
training set scales from 39 to 566; however, it is still less
than 0.09s. Since performing more measurements becomes
infeasible in a reasonable amount of time, we conclude that
the model building time is always practical.

3) Comparison on small training sets: We compared our
approach with the feature-wise and pair-wise heuristics to
observe their effects on small training sets. The hypothesis
here is that our approach provides a more flexible and robust
prediction. Figure 6 shows the comparison results when ap-
plying these approaches to the six systems and the training
sets scaling from NV to PW. We took the means of fault rates
on the sizes of F'IWW and PW, published in [8], and showed
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Figure 4. Fault rate statistics for the six systems listed in Table 1l and four

sizes of training sets (N ~ PW)

TABLE Il
STATISTICS OF MEDIANS AND MEANS OF FAULT RATES ( %)

No. N 2*N 3*N PW
Median Mean Median Mean Median Mean Median Mean
1 15.30 26.90 7.30 11.60 7.10 8.40 7.00 9.70
2 4.20 5.70 3.40 4.50 3.00 4.00 290 3.30
3 9.60 15.10 6.30 8.50 530 7.20 460 6.40
4 32.16 112.38 34.18 98.31 24.86 46.78 1.97 7.80
5 2.60 3.20 1.30 2.20 1.80 2.60 1.80 2.70
6 7.90 8.00 7.90 8.10 8.00 7.60 7.40 7.20
Average 11.96 28.55 10.06 22.20 8.34 12.76 428 6.18

them as the blue small circles in Figure 6. Here, FWV is the
number of measurements needed by the feature-wise heuristic;
in our case, F'W is equal to N for the six systems. Since our
approach works in an incremental way, we took the means of
fault rates on each size, listed in Table IlI, as sample points,
and fitted them to a curve using a quadratic polynomial, i.e.,
the black asterisks and black solid lines shown in Figure 6.
As listed in Table Il, in most cases, PW is larger than 3 N.
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The exception is Berkeley DB Java where PW = 48 and
3x N =3%26=78.

From Figure 6, we can see that our approach shows a robust
decreasing trend of the fault rate on small training sets. For half
of the analyzed systems (LLVM, x264, and Berkeley DB Java),
the black solid line is located below the two blue circles; that
is, our approach suffers smaller fault rates than the feature-
wise and pair-wise heuristics. In two systems (Apache and
Berkeley DB C), the fault rate of our approach is higher;
however, it decreases dramatically as the size of training set
scales from N to PV, and finally reaches a value very close
to the fault rate of the pair-wise heuristic.

It is worth mentioning that x264 contains many higher-
order feature interactions, so the feature-wise and pair-wise
heuristics produce higher fault rates and additional special
heuristics have to be considered to reduce the fault rate [8].



TABLE IV
FAULT RATES (%) FOR MISSING FEATURES

No. 20% Missing Features 40% Missing Features
x=N x=Y x=N x=Y
Median Mean Median Mean Median Mean Median Mean
1 7.27 8.68 14.14 35.29 — — — —
2 2.96 3.37 3.10 3.93 412 4.66 4.57 5.62
3 6.92 15.06 11.11 21.69 17.01 54.37 — —
4 8.59 38.51 26.79 38.13 43.56 65.24 — —
5 3.45 23.80 — — 2.15 18.20 — —
6 6.45 6.56 — — 8.05 8.06 — —
Average 5.94 16.00 13.79 24.76 14.98 30.11 4.57 5.62

Our approach works well in this case without special treatment
of higher-order feature interactions.

4) Missing Features. Our hypothesis is that our approach
does not work well when some important features (e.g., the
features identified by CART) are missing completely. Table 1V
lists the medians and means of fault rates when applying our
approach to the six systems and the training sets with some
missing features generated by randomly fixing 20 % or 40 %
of all features to “Y” or “N”. We observe an increasing trend
of the fault rate as the percentage of missing features increases
(20 % ~ 40 %). In addition, we use the symbol “—" to indicate
situations, in which we cannot obtain enough (5 PW ~ PW)
configurations satisfying the fixing conditions. From Table IV,
one can see that we often cannot obtain enough configurations
when fixing features to “Y”. It is because a feature model has
many alternative groups (see Figure 1), in which only one
feature can be selected.

C. Threats to Validity

To avoid misleading effects of specific-selected training sets
and test sets, we generated them automatically by randomly
selecting four sizes of configurations respectively from all
valid configurations as the training set and all of the rest
as the test set, and repeated each random selection five
times with freshly generated training sets and test sets with
the same size. The exception is the test set of SQLite, in
which the original authors could not measure all possible
configurations in reasonable time and thus only sampled 100
random configurations for prediction evaluation [8].

Existing CART implementation tools (e.g., Rattle and rpart
in R) provide parameters to improve accuracy and reduce
modeling time [23], [28], but systematical tuning of all pa-
rameters leads to a manual, iterative process [13]. To achieve
a simple automated process of CART building, we used only
two relevant parameters and fixed others to control the building
process. We cannot guarantee that the accuracy and model
building time depend on certain shapes of CART. However,
to avoid influence of specific-shaped CART, we automatically
set the two parameters’ values according to the size of each
input training set and then generated CART automatically.

To increase external validity, we used a public dataset with
six systems spanning different domains with different sizes,
different configuration mechanisms, and different implemen-
tation languages. All the systems are deployed and used in

real-world scenarios. However, we are aware of that the results
of our evaluations are not automatically transferable to all
other customizable systems [8]. Moreover, the performance
is measured by standard benchmarks in respective application
domain. The generalities of measurement results depend on
the generalities of the workloads.

D. Discussion

By experiments on six real-world customizable systems,
we demonstrated the feasibility of our approach. With an
average accuracy of 94 % (by statistics of means of fault rates
in Table I11), our approach produces reasonable predictions
based only on a limited set of random configurations and their
corresponding performance measurements.

Our approach has the following desirable properties. First,
it achieves reasonable predictions with random configurations
(RQ 4). Second, it can flexibly process any quantity of
configurations, e.g., linear number of features (RQ 1). Third,
it shows a robust decreasing trend of the fault rate with the
increase of sample configurations; in most cases, it obtains
similar accuracies to or even better than the feature-wise and
pair-wise heuristics (RQ 3). The above three points support our
approach as an incremental approach: it produces results based
on existing data and improves accuracy continuously as the
dataset increases. Moreover, our approach incorporates feature
interactions and quantifies their performance influence implic-
itly during the process of model building. Our approach auto-
matically identifies only the most relevant features selections
for performance prediction (RQ 6), and performs well in the
presence of higher-order feature interactions (e.g., for x264),
without the need of additional measurements. Sometimes our
approach works well using only N sample configurations (e.g.,
half of analyzed systems in our experiments), which makes it
promising for systems with a large number of configurations.

With respect to RQ 5, if the data are really missing
completely at random, the only loss is statistical power [28].
Our empirical results also verify this viewpoint. However,
our experiment using the training sets with some missing
features simulates a special case. In practice, users may prefer
configurations with certain features and produce a set of
configurations that are skewed to some features as the training
examples, but the configurations they want to predict are
likely skewed to the same features. If users have to predict
new configurations with some features completely missing in
existing training examples, we suggest measuring at least two
(due to minbucket > 2) configurations covering these missing
features before using our approach.

Our approach implements a simple automated process of
building CART by controlling only two parameters and avoids
overfitting to produce reasonable prediction accuracy (RQ 2).
But we also noticed that the fault rate of our approach will
decrease slowly when it has reached a “relatively” lower value.
Take Apache, for example, as shown in Table IlI, the mean
of fault rates reduces from 26.9% to 11.6 %, as the size of
training set increases from IV to 2« NV, but it still maintains at
9.7 % when the size reaches PW. The problem is that the fault



rate of 9.7% is higher than 3.9 % obtained by the pair-wise
heuristic [8]. We believe that the problem can be alleviated
by systematical parameter tuning for building a better CART,
which will explore in future work.

VI. RELATED WORK
A. Performance Modeling

There are many model-based approaches to performance
prediction [29], [30]. For example, linear and multiple re-
gression model the correlations between input parameters and
output performance metrics. Bayesian (or belief) networks
are used to learn causal relationships between parameters.
Machine learning approaches, such as principal component
analysis, are used to learn the correlations between config-
urations and a performance metric and find dimensions of
maximal variance in a dataset. However, the feasibility of these
approaches depends heavily on the application scenario and
program to be analyzed [8], because they usually require a
large training set. Hence, it is not clear for an application
scenario which method to choose. In contrast, we support any
kind of application scenario independently of the program to
be analyzed. We also empirically show that our approach can
obtain good prediction effects using only a small training set.

Happe et al. [31] proposed a compositional reasoning ap-
proach based on the component specifications with resource
demands and predicted execution time. Their approach is
applicable only to component-based systems, whereas our
approach is applicable to all customizable systems, once a
variability model is built for them. Westermann et al. [12]
presented an empirical study on automated inference of perfor-
mance prediction models using statistical inference techniques,
such as Kriging and MARS. They focused on building models
with less measurement points and lower average fault rates,
but they did not consider how to identify the configuration
parameters relevant to performance.

Tawhid and Petriu [32] presented a model-driven approach
to deriving a performance model from an extended feature
model with performance analysis information. The approach
requires up-front and detailed knowledge of domain-specific
performance analysis, which makes tuning prediction for ac-
curacy difficult. Our approach avoids the problems by directly
working with performance measurements. Ramirez and Cheng
[33] presented an approach that leverages goal-based models
to facilitate the automatic derivation of utility functions at
the requirements level, whereas our approach works at the
configurations level. Thereska et al. [13] proposed a practical
performance model for popular interactive client applications.
They mainly consider peripheral configuration parameters such
as CPU speed and memory size, while our approach focuses
on the features of customizable systems.

B. Measurement-Based Prediction

Siegmund et al. [8] first proposed a general measurement-
based approach that treats customizable systems as a black
box and detects performance-relevant feature interactions.
Their approach tries to find a sweet-spot between prediction

accuracy and measurement effort based on heuristics. The
approach needs a set of specifically selected configurations,
whereas our approach works with few random configurations.
Moreover, we do not have to detect all feature interaction
explicitly, because our approach quantifies their influence
implicitly in performance models. Nevertheless, we expect
that a combination of both approaches is beneficial to further
reducing measurements and increasing prediction accuracy.
Sincero et al. [34] used existing configurations and measure-
ments to predict a configuration’s non-functional properties.
They designed the Feedback approach to find the correlation
between feature selection and measurement and to provide a
qualitative information about how a feature influences a non-
functional property during configurations. In contrast to our
approach, their approach do not actually predict a value quanti-
tatively. Chen et al. [35] combined benchmarking and profiling
to build a model to predict the performance of component-
based applications. In contrast, our approach correlates perfor-
mance measurements with configurations and can work with
configurations collected by simulation or monitoring.

C. Root Cause Detection

Feature interactions are the main cause of unpredictable
performance anomalies [17]. Many researchers have applied
and extended various techniques to automatically detect fea-
ture interactions at the specification and semantic levels.
For example, at the specification level, they used pair-wise
measurement based on linear temporal logic [36] and state
charts [37] to model and detect feature interactions. At the
semantic level, namely feature interactions that change the
functional behavior of a program, they used model checking
[38], [39] and verification techniques [19], [40]. Some ap-
proaches aim at investigating the code base to detect structural
feature interactions [18], [41]. Siegmund et al. [8] focused on
all performance-relevant feature interactions in a black-box
fashion. In contrast, our approach incorporates performance-
relevant feature interactions and quantifies their influence
implicitly during performance modeling.

Some researchers found that different execution paths [14]
or different request flows [42] resulted from configuration
changes are the root-causes of performance changes or anoma-
lies. However, in most practice cases, we at most know the
feature model of a customizable system and a limited set of
existing configurations. It is difficult even for developers to
know how the configurations will be executed. So we still
consider customizable systems as a black box and model the
correlations between performance and feature selection.

VI1lI. CONCLUSION

We proposed an incremental and variability-aware approach
to performance modeling of customizable software systems.
We used a statistical learning technique named CART to
correlate performance with feature selection. Our approach
incorporates performance-relevant feature interactions along
with the process of model building and quantifies their per-
formance influence implicitly in performance models. Our



approach identifies only the most relevant feature selections
automatically and uses them for performance prediction. We
demonstrated the feasibility of our approach by experiments
on six real-world systems spanning different domains, different
implementation languages, and different configuration mecha-
nisms. Our empirical results show that our approach produces
an average of 94 % prediction accuracy using a limited set
of random sample configurations. Our approach also shows a
robust increasing trend of prediction accuracy as the number
of sample configurations increases.

Our approach has the potential of wide application to help
users understand tradeoffs between performance and feature
selection when configuring a customizable software system.
Next, we will consider systematical parameter tuning for
CART to further improve prediction accuracy and modeling
efficiency.
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