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Abstract
Analyzing software product lines is difficult, due to their inherent variability. In the past, several strategies for product-line analysis have been proposed, in particular, product-based, feature-based, and family-based strategies. Despite recent attempts to conceptually and empirically compare different strategies, there is no work that empirically compares all of the three strategies in a controlled setting. We close this gap by extending a compiler for feature-oriented programming with support for product-based, feature-based, and family-based type checking. We present and discuss the results of a comparative performance evaluation that we conducted on a set of 12 feature-oriented, JAVA-based product lines. Most notably, we found that the family-based strategy is superior for all subject product lines: it is substantially faster, it detects all kinds of errors, and provides the most detailed information about them.

Categories and Subject Descriptors D.2.13 [SOFTWARE ENGINEERING]: Reusable Software; D.3.3 [PROGRAMMING LANGUAGES]: Language Constructs and Features

Keywords Feature-oriented programming; product-line analysis; type checking; Fuji

1. Introduction
A feature is an end-user-visible behavior or characteristic of a product that satisfies a stakeholder’s requirement [17]. A software product line is a family of related software products that share common features and differ in other features [12]. The product-line approach introduces a further dimension of complexity to software engineering: variability. It is this additional dimension that renders existing analysis tools impractical, for example, model checkers, static analyzers, type checkers, and so on [30]. Sure, to analyze a product line, we can use an off-the-shelf analysis tool and apply it to all of its products, which, however, requires exponential analysis effort, due to feature combinatorics (in the worst case, the number of products grows exponentially with the number of features). Alternatively, applying off-the-shelf tools to the variable code base of a product line itself (e.g., consisting of unprocessed C code, feature modules, or aspects) is often impossible. However, a solution is to make the tools variability-aware [30].

Variability-aware analysis techniques that can be applied to the variable code base of a product line are called family-based. They take advantage of the inherent variability of a product line and can deliver sound and complete analysis results. However, they are often computationally expensive, compared to standard analyses.

To handle computational complexity, feature-based analyses operate on the implementation of individual features, without considering interactions across feature boundaries. While feature-based analyses are fast, they are incomplete, for example, in that they cannot catch bugs that arise from feature interactions.

Of course, using a product-based analysis, we could analyze each product of a product line individually. This way, we do not need to adapt existing analysis tools, but would face severe scalability problems for larger sets of products. However, a developer could analyze only a subset of all products, which is again incomplete.

Each of these three product-line analysis strategies has different strengths and weaknesses, as has been discussed conceptually in the literature (see a recent survey on product-line analysis by Thüm et al. [30]). To gain more empirical evidence, different researchers began to compare product-line analysis strategies quantitatively, for example, in terms of scalability and coverage. For example, Apel et al. compared family-based and product-based strategies in the context of model checking [7], and Liebig et al. compared family-based and product-based strategies in the context of type checking and data-flow analysis [21].

Despite existing empirical work on product-line analysis, there is no any study that compared all three strategies in a controlled setting (i.e., by means of a common set of subject systems and the same analysis tool that implements all three strategies). Our goal is to close this gap. As a concrete analysis technique, we chose type checking, as it has been used before in several studies on product-line analysis [3, 14, 18, 21]. As an implementation technique, we use feature-oriented programming [6], because we already have a proper tool infrastructure at our disposal, and we have access to a repository of subject systems for our experiments.

For our experiments, we implemented the three type-checking strategies—family-based, feature-based, and product-based—as an extension of FUJI, an extensible compiler for feature-oriented programming in JAVA [3]. Using FUJI, we compared the three strategies by applying them to 12 feature-oriented, JAVA-based product lines, from different application domains and of different sizes. Overall, we found that the family-based strategy is superior in that it is complete and takes substantially less time for type checking than the other strategies. The feature-based strategy is also quite fast, compared to the product-based strategy, but incomplete.
Based on the experimental results, we discuss a number of issues regarding the ability to detect and report errors, the role of optimization for family-based strategies, the influence of factors such as the size of a product line, and the trade-off between analysis coverage and time.

To summarize, we make the following contributions:

- We implemented a type checker for feature-oriented, Java-based product lines that supports family-based, feature-based, and product-based type checking. This is the first time that all three analysis strategies have been integrated within a single tool.

- We compare the three type-checking strategies regarding different aspects, such as the ability to detect different kinds of type errors and the quality of the provided information about errors.

- We present and discuss the results of a comparative performance evaluation that we conducted on a set of 12 subject product lines. Most notably, we found that the family-based strategy is the most efficient strategy for all of them. It is substantially faster, detects all kinds of errors, and provides the most detailed information about the errors found, but it requires adaption of the standard type-checking tools.

The implementation of the strategies (in the form of a Fuji compiler extension), the subject product lines, and the experimental data are available online: [http://fosd.de/fuji/](http://fosd.de/fuji/).

2. Product-Line Type Checking

By means of a running example and type checking as a concrete analysis technique, we illustrate product-based, feature-based, and family-based strategies for product-line analysis.

2.1 Running Example

The example in Figure 1 is a very simple product line of list data structures. It consists of two features: Base and Batch. The mandatory feature Base provides two basic implementations of lists: SingleList for singly-linked lists, and DoubleList for doubly-linked lists. It also provides a test class TestCase. The optional feature Batch provides a special list implementation BatchList for scheduling batch jobs that uses class SingleList of feature Base.

In practice, not every combination of features is valid. Feature models are commonly used to describe the conditions of the absence and presence of features, including dependencies among features [17]. In Figure 2 we show the feature model of our example. It states that feature Base is mandatory (i.e., it must be present in every product) and feature Batch is optional (i.e., it may be present in a product). Consequently, our running example consists of two valid products: {Base} and {Base, Batch}.

If we take a closer look at the code of feature Base, we see that it refers to class BatchList in Line 9 of Figure 1 if we attempt to compile a product with Base and without Batch, we get a type error, because BatchList is declared only in Batch. This dangling reference is a simple example of an error that involves multiple features. The cause of this type error is an inconsistency between the feature model and the implementation of the product line: The feature model suggests that feature Base is independent from feature Batch, but the implementation requires these features to be selected together.

To resolve the inconsistency, we can make Batch mandatory or move the test case from Base to Batch. The key point is that, in large-scale product lines, such inconsistencies may go unnoticed for a long time and show up only late in the development cycle [28].

Another kind of type error is illustrated in Line 17 of Figure 1. There, the undeclared variable result is accessed. This type error is caused by a simple typo. It is an example of a feature-local error that can be discovered as soon as the affected feature is used in a product.

Next, we discuss which type errors can be detected by different type-checking strategies. We consider what information can be provided to a developer by a type checker to help to fix these errors. We also take a look at certain properties of the strategies that can influence type-checking performance.

2.2 Type Checking Product Lines

Our procedure for type checking of product lines consists of two steps, as illustrated in Figure 3. In the first step, setup, we parse the code of the considered features and compose it accordingly. In the second step, checking, we perform the actual type checks on the result of the first step. If a particular type-checking strategy cannot check the whole product line in a single run, the type-checking procedure is repeated. For example, the product-based strategy repeats the procedure for each product, the feature-based strategy repeats it for each feature, and only the family-based strategy checks all products simultaneously in a single run.

![Figure 1. Running example: two basic list implementations (feature Base) and a list for batch jobs (feature Batch); type errors are underlined; arrows denote references; the dashed arrow denotes a possibly dangling reference.](image1)

![Figure 2. Feature model of the running example.](image2)

![Figure 3. Steps of product-line type checking.](image3)
The performance of a type-checking strategy is the total time \( t \) required to check the entire product line:

\[
 t = \sum_{i=1}^{r} t_{i,\text{setup}} + t_{i,\text{checking}}
\]

The value \( r \) is the number of type-checker runs needed to verify the complete product line; \( t_{i,\text{setup}} \) is the time used by the setup in run \( i \), and \( t_{i,\text{checking}} \) is the time used by the checking step in run \( i \). Based on this equation, we can derive the following possibilities for optimizing the type-checking procedure, of which the tree type-checking strategies make use to different extents:

- Minimize the number of type-checker runs \( r \)
- Minimize the setup time \( t_{i,\text{setup}} \)
- Minimize the checking time \( t_{i,\text{checking}} \)

### 2.3 Product-based Strategy

To ensure that every product of a product line is well typed, we can apply the product-based strategy. That is, we generate and check each product individually. This way, we find every type error in all products of the product line.

We can even use an off-the-shelf type checker (or compiler) for this task, because the individual products do not contain any compile-time variability. In our setting, the products are normal Java programs.

However, by generating and checking individual products, we lose information about the features the products are made of as well as about their dependencies. This makes it difficult to create meaningful error messages. The error messages for our running example will only tell us that one product accesses an unknown type BatchList. A product-based type checker fails to identify the primary reason, namely, the false optionality of feature Batch. That is, the type checker cannot blame the feature that is responsible for the error, which is left to the user. This also applies to feature-local errors, such as the undeclared variable result.

A major weakness of the product-based strategy is its poor scalability. With \( n \) optional and independent features, we have to repeat the type-checking procedure for each of the \( 2^n \) products. Therefore, the upper bound for the performance is

\[
 t = \sum_{i=1}^{2^n} t_{i,\text{setup}} + t_{i,\text{checking}} \quad \text{(Product-based)}
\]

The reason for the poor scalability are redundant analyses made in every step of the type-checking procedure (Figure 3). During the setup, we repeatedly parse and compose the same features again and again. During type checking, we repeat type checks that are similar among different products.

To avoid this redundancy, it is possible to parse the code of feature Batch only once, because the corresponding parse tree is the same per product. Likewise, it is sufficient to perform type checks that concern code inside Batch, such as type checking the body of method \( \text{next} \), only once.

The remaining two type-checking strategies exploit this optimization potential, which we explain next.

### 2.4 Feature-based Strategy

Using the feature-based strategy, we check every feature of a product line individually. We assume that all types, declarations, and so on that a feature requires are available in all valid products. For example, if we check feature Batch, then the feature-based type checker assumes that the required type BatchList, provided by feature Batch, is always available. Type BatchList becomes part of the feature’s required interface. While the feature-based strategy may seem naive at first glance, it is motivated by open-world systems, in which not all features are known at development time [20],[22].

Technically, we implement the required interface of a feature module using stubs. A stub is a bundle of JAVA interfaces and classes, possibly with member prototypes, that represent the types and members a feature requires from other features. Either stubs are provided by the developer to define the required interface, such as in Hyper/J [27], or they are generated using tools, such as AHEAD [29] or FeatureStubber [9]. To type check feature Batch of our example, a stub containing an empty class named BatchList is needed, possibly with proper member declarations.

While checking a feature, the feature-based strategy does not know anything about other features. Consequently, a feature-based type checker cannot detect type errors that arise between features. In our example, it cannot detect the erroneous access to the missing type BatchList, because the type is provided by the stub (i.e., the type checker simply assumes that it will be provided by another feature). Only errors that are local to a feature can be detected by the feature-based type checker, as the undeclared variable result.

To guarantee that all products in a well-typed, feature-based type checking has to be supplemented with additional type checks during byte-code feature composition (which corresponds to linking in C). The result is a mixed feature-product-based strategy [30].

Much like for the product-based strategy, we can use an off-the-shelf type checker for feature-based type checking, because a single feature complemented with stubs does not contain any compile-time variability.

In contrast to a product-based type checker, a feature-based type checker can provide sufficient information about feature-local errors, but it misses errors that arise from combinations of features.

Furthermore, the feature-based strategy requires one type-checker run for each feature. Thus, every feature is parsed and checked only once, and the number of the unnecessarily repeated actions is reduced compared to the product-based strategy. The strategy also completely avoids the feature-composition part of the setup (cf. Figure 4). To summarize, it utilizes the following optimization possibilities:

- The number of type-checker runs \( r \) is reduced from \( 2^n \) to \( n \), where \( n \) is the number of features.
- The setup time \( t_{i,\text{setup}} \) is reduced by omitting feature composition.

Therefore, the performance of the feature-based strategy is

\[
 t = \sum_{i=1}^{n} t_{i,\text{setup}} + t_{i,\text{checking}} \quad \text{(Feature-based)}
\]

### 2.5 Family-based Strategy

The family-based strategy analyses the code base of a product line as a whole. Hence, it can detect all type errors and guarantee that all products of a product line are well typed.

To guarantee that a product is well typed, a family-based type checker must be incorporated into the type-checking procedure, so that the type checker can take it properly into account. The key idea is to compose all features of the product line (even mutually exclusive ones), and to keep variability information in the syntax tree (i.e., which program element belongs to which feature and depends on which other features) [29]. This way, the syntax tree does not represent only a single product or feature, but the whole product line, as illustrated in Figure 4. A family-based type checker works on these enriched syntax trees and must be able to cope with variability. For this reason, we cannot use an off-the-shelf type checker for this task.

The corresponding SAT solver calls are expensive and may reduce the number of type-checker runs to one. This way, the strategy utilizes the following optimization possibilities:

- The number of type-checker runs $r$ is reduced to the minimum of one.
- Furthermore, the time $t_{\text{checking}}$ for type checking can be reduced by using caching, as we will explain in Section 2.6.

Therefore, the performance of the family-based strategy is

$$t = t_{\text{setup}} + t_{\text{checking}}$$  \hspace{1cm} (Family-based)

### 2.6 Summary

For a better overview, Table 1 summarizes the properties of the three strategies, regarding performance, optimization, the ability to find errors and to blame features, and the possibility to reuse off-the-shelf tools.

### 3. Empirical Evaluation

The main goal of our evaluation is to compare the three strategies quantitatively in terms of their performance. We believe that the family-based strategy outperforms the other two, because it reduces the number of type-checker runs to one. This way, the strategy avoids unnecessarily repeated analysis operations during the setup and checking steps. Nevertheless, a family-based type checker has to take the whole variability of a product line into account. Therefore, the respective problem is more complex and may require more time for analysis. Moreover, family-based type checkers rely on SAT solvers to determine dependencies between features. The corresponding SAT solver calls are expensive and may reduce the overall performance. Therefore, product-based type checking may be faster than family-based, especially, on product lines with a small number of products.

As for the feature-based strategy, it processes the same amount of code as the family-based strategy and completely avoids the composition part and ignores feature combinatorics. Thus, it is an open question whether it outperforms the family-based strategy when the analyzed product line has a small number of features. Of course, the potential win of the feature-based strategy would be at the expense of the number of type errors found, as it would detect only feature-local errors (see Section 2.4). To be able to detect errors occurring between features, we supplemented the strategy with additional type checks at the byte-code level, as explained in Section 2.4. These type checks run on the per-product basis when composing separately compiled feature modules, which corresponds, in fact, to a mixed feature-product-based strategy. For illustration, we also present the performance measurements for this mixed strategy.

### 3.1 Hypotheses

Based on our previous considerations, we state the following three hypotheses that we address in the evaluation:

- **H.1:** The family-based strategy is superior to the feature-based and product-based strategies in terms of performance.
- **H.2:** As an exception to H.1, the product-based strategy is superior to the family-based one, if the analyzed product line has a relatively small number of products.
- **H.3:** As an exception to H.1, the feature-based strategy is superior to the family-based one, if the analyzed product line has a relatively small number of features.

### 3.2 Implementation

We implemented the three type-checking strategies in a single type checker. The type checker is an extension of a feature-oriented JAVA compiler [FUJI](http://fosd.de/fuji/). It operates on the abstract syntax tree, built...
by the FUJI’s parser, and extends the underlying JAVA type system to implement variability-aware type checks.

To calculate dependencies between features, our type checker uses a corresponding library from the FEATUREIDE project. In FEATUREIDE, the problem of determining a dependency between features is reduced to a SAT problem and solved by querying an off-the-shelf SAT solver (SAT4J). FEATUREIDE implements a caching mechanism to reduce the response time in the case of multiple identical SAT solver queries (see Section 3.2 Caching).

It is important to note that our type checker covers many but not all JAVA type rules. In a nutshell, it checks all accesses to fields, methods, constructors, and types, and verifies that the accessed elements are present in all corresponding products. The possibly variable type hierarchy of the corresponding product line is considered too, because it can influence the presence or absence of program elements, such as fields or methods. For illustration, let us assume that we decided to add two alternative features to our running example, as illustrated in the Figures [6] and [7]. The new features refine feature Batch, and specify a new superclass for class BatchList. Consequently, the two alternative features define which methods are inherited by BatchList. If feature BatchSingle is selected, the superclass of BatchList is SingleList, and BatchList inherits method next. If feature BatchDouble is selected, the superclass of BatchList is DoubleList, and BatchList inherits the methods next and prev. Now, if prev is called on a BatchList object, the type checker has to determine in which feature combination method prev is inherited by BatchList (in our case, the required combination is \{Base, BatchDouble\}).

Further type rules cover explicit and implicit casts, which also take a possibly variable type hierarchy into account. The rules for implicit casts cover assignment expressions involving two variables, assignments of a return value of a method call, parameter passing, and so on.

### 3.3 Subject Systems

We conducted the evaluation of the type-checking strategies on a set of 12 feature-oriented, JAVA-based product lines. The set has been collected and prepared before for benchmarking purposes and was used in several studies [11]. The subject systems belong to different application domains, and they are of different sizes: in terms of lines of code, number of features, and number of products. In Section 3.2, we use the three size categories to discuss the relation between the size of a product line and the corresponding performance of type checking. Table 2 summarizes relevant information about the systems.

### 3.4 Measurement Procedure

To compare the performance of the three type-checking strategies, we applied each strategy to each subject system, and we measured the time required by every step of the type-checking procedure (i.e., $t_{\text{setup}}$ and $t_{\text{checking}}$). We repeated each measurement 10 times and took the average value to reduce measurement bias. The maximum relative standard error was 3.1 %, which we observed for family-based type checking of ZIPMe. For the product-based strategy, we did not include the time needed to generate the configuration of each product, because this time was negligible compared to the time required for type checking. Likewise, for the feature-based strategy, we did not include the time used to generate stubs (Section 2.4), because stubs represent required interfaces and are part of the corresponding feature modules. We measured the performance of the family-based type checker twice, with and without caching, to investigate the influence of the caching (Section 3.2) on the overall performance.

We instrumented the code of the FUJI compiler with calls to the timer of ThreadMXBean [10], such that we measure only the CPU time consumed by the type-checker thread. This approach eliminates the influence of other concurrent tasks (e.g., garbage collection) on the measurement results. Furthermore, we did not measure the JVM startup time for each type-checking run, because the overhead can be avoided using special tools [7].

We conducted all measurements on a workstation equipped with an Intel Xeon CPU (2.9 GHz) and 8 GB RAM, running Ubuntu 12.04 (64-Bit) and OpenJDK 7 (u21).

### 3.5 Results

In Table 2 (page 10), we present the results of our measurements (in seconds). For each subject system and each strategy from our comparison, we show the setup time ($t_{\text{setup}}$), the checking time ($t_{\text{checking}}$), and the total time (i.e., the performance of the strategy, $t$). We also provide total times ($t$) for the feature-product-based strategy and the family-based strategy with caching disabled. For the feature-based strategy, we computed the speedups relative to the product-based strategy. For the family-based strategy, we computed the speedups relative to the product-based strategy and the feature-based strategy. Note that we aborted the product-based measurements for VIOLET after checking 40 random products, because it was impossible to check all of the approximately $2^{88}$ products in

### Table 1. Conceptual comparison of the three type-checking strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Performance</th>
<th>Optimization</th>
<th>Error detection</th>
<th>Feature blaming</th>
<th>Tool reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product-based</td>
<td>$\sum_{i=1}^{n} t_{\text{setup}} + t_{\text{checking}}$</td>
<td>-</td>
<td>$\bullet$</td>
<td>$\circ$</td>
<td>$\circ$</td>
</tr>
<tr>
<td>Feature-based</td>
<td>$\sum_{i=1}^{n} t_{\text{setup}} + t_{\text{checking}}$</td>
<td># runs, setup</td>
<td>$\circ$</td>
<td>$\bullet$</td>
<td>$\bullet$</td>
</tr>
<tr>
<td>Family-based</td>
<td>$t_{\text{setup}} + t_{\text{checking}}$</td>
<td># runs, checking</td>
<td>$\bullet$</td>
<td>$\bullet$</td>
<td>$\circ$</td>
</tr>
</tbody>
</table>

### Table 2. Overview of the subject systems (LOC: number of lines of code; # F: number of features; # P: number of products).

<table>
<thead>
<tr>
<th>System</th>
<th>Domain</th>
<th>LOC</th>
<th># F</th>
<th># P</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPL</td>
<td>Expression evaluation</td>
<td>304</td>
<td>12</td>
<td>425</td>
</tr>
<tr>
<td>GPL</td>
<td>Graph library</td>
<td>2855</td>
<td>25</td>
<td>156</td>
</tr>
<tr>
<td>GRAPHLIB</td>
<td>Graph library</td>
<td>401</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>GUIDSL</td>
<td>Configuration tool</td>
<td>14318</td>
<td>26</td>
<td>24</td>
</tr>
<tr>
<td>NOTEPAD</td>
<td>Text editor</td>
<td>2193</td>
<td>10</td>
<td>512</td>
</tr>
<tr>
<td>PKJAB</td>
<td>Chat client</td>
<td>4109</td>
<td>8</td>
<td>48</td>
</tr>
<tr>
<td>PREVAYLER</td>
<td>Persistence library</td>
<td>6185</td>
<td>6</td>
<td>32</td>
</tr>
<tr>
<td>RAROSCOPE</td>
<td>Compression library</td>
<td>415</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>SUDOKU</td>
<td>Game</td>
<td>1926</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>TANKWAR</td>
<td>Game</td>
<td>4845</td>
<td>38</td>
<td>2458</td>
</tr>
<tr>
<td>VIOLET</td>
<td>Model editor</td>
<td>10866</td>
<td>88</td>
<td>$\approx 2^{88}$</td>
</tr>
<tr>
<td>ZIPMe</td>
<td>compression library</td>
<td>5076</td>
<td>13</td>
<td>24</td>
</tr>
</tbody>
</table>

---

1. [http://fosd.de/featureide/](http://fosd.de/featureide/)
reasonable time. We mark the corresponding values in the table with "X."

For comparison, we visualize the results in Figure \ref{fig:performance} by means of bar plots. There is one bar plot per subject system, consisting of five stacked bars, divided into two groups (with different axes to compensate the considerable differences between the measured times). Each bar denotes the amount of time (in seconds) used by the corresponding type-checking strategy. The light gray part of each bar denotes the time required by the setup step; the white part denotes the time required by the check step. The crosses over the bars for \textsc{Violet} indicate that we aborted measurements at this point.

Note that, for the family-based strategy, there are two bars: the first, \textsc{FM}, denotes the performance of the strategy with SAT-solver caching \textit{enabled}; the second, \textsc{FM*}, denotes the performance with SAT-solver caching \textit{disabled}. \textsc{FT} denotes the performance of the feature-product-based strategy; its dark gray part denotes the time required by the byte-code feature composition (Section 2.4).

As we can see, the family-based strategy is the fastest for all subject systems. Compared to the product-based strategy, the minimum \textit{speedup} of this strategy has been measured for GUIDSL, where it is 8.8 times faster. The maximum speedup of 745.3 has been measured for \textsc{Tankwar}. As we could not check all products of \textsc{Violet} in reasonable time, we do not consider the corresponding speedups (they are likely to be much higher). Compared to the feature-based strategy, the speedup of the family-based strategy lies in between 1.7 and 6.5. The feature-based strategy is the second fastest. Its speedup compared to the product-based strategy lies in between 2.2 and 129.7.

Recall that the feature-based strategy finds only feature-local errors (Section 2.4). In our evaluation, it found no errors at all. The reason is that our subject systems have been used in many previous studies. Every single feature of the product lines was type checked as part of a product at least once. Therefore, all feature-local errors have already been detected and fixed. The other two strategies detected the same 556 unique type errors. These errors occurred between features and stayed undetected, because the corresponding feature combinations have been never considered by the developers and users of the systems.

The results support our first hypothesis H.1 (Section 3.1): the family-based strategy is superior to the other two strategies in terms of performance. Although quite apparent from Table \ref{tab:performance} we still conducted statistical tests to test all hypotheses. We used the Wilcoxon test, because the data are not normally distributed (according to a Shapiro-Wilk test). Though, we could use the non-parametric ANOVA, we decided to use the conservative double-test variant with Bonferroni correction, because it is more rigorous. For all performance comparisons, the $p$ value is much smaller than 0.01.

We found no supporting evidence for hypothesis H.2 (i.e., product-based is superior on product lines with few products) and H.3 (i.e., feature-based is superior on product lines with few features), because, for none of our subject systems, the product-based or the feature-based strategy is superior to the family-based strategy, not even for very small product lines with few products and features (e.g., \textsc{GraphLib} and \textsc{RAROSCOPE}).

A comparison of the results for the two variants of the family-based type checker shows a substantial influence of SAT-solver caching on performance.

Finally, the feature-product-based strategy is always slower than the family-based strategy (with caching) and the feature-based strategy. More interestingly, it is only in several cases slower than the product-based strategy (e.g., GUIDSL, \textsc{PKJab}, \textsc{ZipMe}), which indicates the benefits of separate feature compilation and byte-code feature composition.

### 3.6 Discussion

Next, we discuss the results of our measurements based on the size categories of Table \ref{tab:category} as well as regarding the implementation of our type checker. We use the product-based strategy as the base line, and compare it to the other strategies. We subdivided this section in three parts, one part for each strategy.

#### Product-based strategy

The measurements of the product-based strategy support our expectations about its poor scalability. As discussed in Section 2.3, this strategy induces considerable redundant work in every step of the type-checking procedure, while the number of the unneeded repetitions increases with the number of products. An extreme example is \textsc{Violet}, which we could not even check completely, because of the sheer amount of time required to generate and check all of the approximately $2^{28}$ products. Nevertheless, if developers have to use a standard (non-variability-aware) type checker, product lines with few products and relatively small code bases (e.g., \textsc{RAROSCOPE}) can be checked in reasonable time.

Comparing the results for GUIDSL and \textsc{ZipMe} makes it apparent that it is insufficient to consider only the number of products when estimating the performance of the product-based strategy. Both product lines have the same number of products, but type checking GUIDSL lasts almost twice as long as type checking \textsc{ZipMe}. The cause is the larger code base of GUIDSL, which is almost three times larger than the code base of \textsc{ZipMe}. Systems with a similar number of products and a similar size of the code base (e.g., \textsc{GraphLib} and \textsc{RAROSCOPE}) have similar times.

Although not in the scope of our study, one could use sampling to speed up the product-based strategy \cite{15,16,23,24,25}. This would render the analysis incomplete, but tractable, at least. To give an impression of how the family-based strategy performs in comparison to sampling, we computed the (average) number of products one has to check with a sample-based strategy to exceed the time needed for the family-based strategy. This number marks the break-even point, at which the family-based strategy is superior without question (recall sampling is incomplete). In Table \ref{tab:break-even} we list the break-even points for the subject systems in terms of this number (and the overall number of products checked by the product-based strategy).

The results are clear: Only when checking a very small number of products (less than 5 %, on average), a sample-based strategy is faster. But these small numbers also mean that the coverage will be very low and does not satisfy state-of-the-art coverage criteria (e.g., pair-wise coverage \cite{23}). This observation is in line with previous results \cite{21}.

#### Feature-based strategy

A feature-based type checker parses and checks the code of each feature only once (cf. Section 2.4). The result of this optimization becomes apparent when we compare the performance of the product-based and feature-based strategies in the setup step. With a growing number of products the advantage of the feature-based strategy becomes more evident. Nevertheless,
the feature-based strategy induces an overhead for every type-checker run that is caused by instantiating internal data structures and loading classes from the JAVA run-time library. This overhead explains why setting up type checking for GUIDSL is only slightly faster using the feature-based type strategy, then using the product-based strategy. A peculiarity of GUIDSL that is responsible for this effect is that it has a relatively small number of products and more features than products.

The checking step of the feature-based strategy also consumes less time than that of the product-based strategy. Still, we have to keep in mind that the feature-based strategy is able to detect only feature-local errors (cf. Section 2.4). Our subject systems have been used in many previous studies and all eventual feature-local errors have already been fixed. Therefore, the feature-based strategy found no errors. The inability to detect the full range of errors is the main weakness of this strategy.

We used FEATUREBITE— a tool developed by us—to perform supplementary type checks when composing individually compiled feature modules to products. These additional checks at the byte-code level find type errors that arise between features (cf. Section 2.4). This way, we can achieve the same level of type safety as with the other two type-checking strategies (all 556 errors are found). However, our evaluation demonstrates that attaining type safety by combining the feature-based and product-based strategy requires considerably more effort than using the feature-based strategy alone, which was to be expected. The interesting finding is that,
in all subject product lines except GUIDSL, PKJAB, and ZipME, the feature-product-based strategy outperforms the product-based strategy.\footnote{We do not consider VIOLET, as we could not check all its products.} The reason is that the number of products of these three product lines is relatively low compared to the number of their features, which outweighs the benefit of separate feature compilation. This result demonstrates that the intermediate steps of checking and compiling feature modules and composing them at the byte-code level can positively influence analysis performance.

**Family-based strategy.** The family-based strategy is the clear winner among the three strategies. It requires only one run to check all products of a product line. Consequently, it does not induce the overhead of feature-based type checking (i.e., repeated instantiation of data structures in each run) in the setup step. It also avoids the overhead of the product-based strategy (i.e., repeated type checks) in the checking step (cf. Section 2.5).

Furthermore, our results show that the family-based strategy outperforms also the feature-based strategy in the checking step, even though the feature-based strategy considers only features in isolation. We attribute this phenomenon to the same kind of overhead that the feature-based strategy induces in the setup step (i.e., repeated instantiation of data structures in each run). From Table 4 (page 10), we can see that the advantage of the family-based strategy in the checking step increases with the number of features. For product lines with a small number of features (e.g., GRAPHLIB, PREVAYLER, RAROSCOPE, SUDOKU), the family-based strategy is 1.7 to 3.5 times faster than the feature-based strategy. For product lines with larger numbers of features (e.g., GPL, GUIDSL, TANKWAR), the family-based strategy is 4.1 to 5.8 times faster than the feature-based strategy.

**Caching.** One property of our family-based type checker poses a principal boundary on its performance. The type checker reduces the problem of determining dependencies between features to a SAT problem (cf. Section 2.5). SAT is NP-complete, which renders family-based type checking NP-complete, as well (w.r.t. the number of features). Luckily, today’s SAT solvers mitigate this theoretical boundary for practical problems. Nevertheless, the calls to a SAT solver are still expensive enough, so minimizing the number of such calls is always a good idea.

Our family-based type checker uses a caching mechanism. All queries of the type checker to the SAT solver are cached, and none of the queries is performed twice. As we can see from the measurements (the FM and FM* bars in each plot, Figure 8), the caching mechanism leads to a substantial speedup. This is due to the fact that the family-based type checker makes a considerable number of repeated, identical calls that involve the SAT solver.

A large number of features often means a more complex feature model and, consequently, more expensive SAT solver calls. A small number of products keeps the time needed for the product-based type checking relatively low. ZipME and GUIDSL are such product-lines, and, as we can see in Figure 8 the family-based type checker without caching is slower than the product-based type checker.

The reasons for the success of caching is that the feature modules in our subject systems are relatively coarse-grained units, and checking them involves checking a large number of identical type, method, and field accesses. This may not be the case if a product line consists of many fine-grained features containing no or few identical accesses (e.g., as may be the case for preprocessor-based variability).

3.7 Threats to Validity

We implemented a substantial subset of type rules in FUI, but not all type rules specified for the JAVA language. This threatens the internal validity of our study. However, the implemented rules cover a considerable number of language constructs and involve complex analyses of the possibly variable type hierarchy. We can safely assume that adding new type checking rules (e.g., checking access modifiers) will not change the overall picture substantially.

As often the case, the external validity of our study is affected by the choice of the subject product lines. In our evaluation, we used only product lines built with AHEAD/FUI-style feature modules. The coarse-grained nature of these features is beneficial for the caching mechanism used in the family-based type checker (cf. Section 3.6 (Caching)). Although, we cannot draw sound conclusions for other kinds of feature implementations (e.g., based on the C preprocessor), previous work shows a similar picture, at least regarding the performance of the family-based strategy compared to the product-based strategy [21].

4. Related Work

Our classification of product-line analysis strategies is based on a recent survey by Thüm et al. [30]. Beside the classification, the authors discuss the conceptual strengths and weaknesses of the individual strategies. Based on this survey, von Rhein et al. propose the Product-Line-Analysis model [32] that describes a whole spectrum of possible combinations of product-line analysis strategies.

The family-based strategy has been applied to several analysis techniques, including type checking [3, 14, 15, 29], static analysis [9, 10, 21], model checking [4, 7, 11, 19], performance measurement [25], and deductive verification [31]. The feature-based strategy has been used before for type checking [3, 8] and verification [29] of product lines. Product-based analyses with sampling have been used in the context of product-line testing [16, 23] and performance prediction [15, 25].

There are only few studies that compare product-line analysis strategies empirically. Two studies evaluated the performance of the family-based and product-based strategy in the context of product-line verification [27, 13]. Brabrand et al. compares the performance of the family-based and product-based strategy for static analysis [10]. For type checking, Liebig at al. evaluated the efficiency of several sample-based strategies, compared to the family-based strategy [21]. While their results are in line with ours, our work is the first that implements all three strategies in one tool and evaluates them using the same subject systems and measurement procedure, so that all comparisons are made in a controlled setting.

5. Conclusion

For the first time, we compared the three product-line analysis strategies—product-based, feature-based, and family-based—in a controlled setting. In our evaluation, we used feature-oriented programming as an implementation technique and type checking as an analysis technique, although the big picture of our results may be transferable to other techniques. In particular, we compared the analysis performance, but we also addressed the ability to detect different kinds of errors, and the quality of the provided information about errors. Our evaluation is based on a feature-oriented compiler that we extended with the three type-checking strategies for this purpose, and a subject set of 12 feature-oriented, JAVA-based product lines.

A main result of our study is that the family-based strategy outperforms the other strategies for all subject systems in terms of analysis time. We identified its caching mechanism as the key factor for the success, as it substantially reduces the number of...
SAT-solver queries. At the same time, the family-based strategy is complete: it finds errors that are feature-local and that occur between features (556 in total), which is not the case for the feature-based strategy. Furthermore, the family-based strategy provides the most comprehensive error messages, as it has all information on features and variability at its disposal, which is not the case for the other two strategies.

Although not being in the focus of our study, we found that pursuing a sampling-based strategy (checking only a tractable subset of products) would not change the big picture. For our subject systems, the break-even point, at which the family-based strategy becomes faster, is at very low numbers of products, which means that the corresponding analysis coverage of sampling is likely to be very small, compared to the family-based strategy, which achieves full coverage.

Surprisingly, the feature-based strategy is often slower than the family-based strategy, although it ignores feature interactions and is, consequently, incomplete. Combining the feature-based with the product-based strategy makes it complete, but is substantially slower. Interestingly, such a combined strategy outperforms the plain product-based strategy in most cases in our experiments, which indicates that separate feature compilation and byte-code composition can have a positive effect on analysis performance.

An interesting avenue of further work is to combine the individual strategies and to explore trade-offs in the search for an optimal strategy. This work was supported by the DFG grants AP 206/2, AP 206/4, and AP 206/5.
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<table>
<thead>
<tr>
<th>System</th>
<th>Product type</th>
<th>Time (seconds) after checking</th>
<th>Time (seconds)</th>
<th>Speedup w.r.t. time harvesting</th>
<th>Speedup w.r.t. time checking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethereum</td>
<td>Product</td>
<td>0.65</td>
<td>1.20</td>
<td>0.55</td>
<td>2.00</td>
</tr>
<tr>
<td>REVAYLER</td>
<td>Product</td>
<td>0.72</td>
<td>1.50</td>
<td>0.47</td>
<td>2.00</td>
</tr>
<tr>
<td>IOLET</td>
<td>Product</td>
<td>0.83</td>
<td>1.60</td>
<td>0.52</td>
<td>2.00</td>
</tr>
<tr>
<td>UDOKU</td>
<td>Product</td>
<td>0.94</td>
<td>1.70</td>
<td>0.54</td>
<td>2.00</td>
</tr>
<tr>
<td>TONERA</td>
<td>Product</td>
<td>1.05</td>
<td>1.90</td>
<td>0.54</td>
<td>2.00</td>
</tr>
<tr>
<td>OTEPAD</td>
<td>Product</td>
<td>1.16</td>
<td>2.20</td>
<td>0.51</td>
<td>2.00</td>
</tr>
<tr>
<td>ANKE</td>
<td>Product</td>
<td>1.27</td>
<td>2.50</td>
<td>0.50</td>
<td>2.00</td>
</tr>
<tr>
<td>LRAIF</td>
<td>Product</td>
<td>1.38</td>
<td>2.60</td>
<td>0.50</td>
<td>2.00</td>
</tr>
<tr>
<td>GPL</td>
<td>Product</td>
<td>1.49</td>
<td>2.80</td>
<td>0.50</td>
<td>2.00</td>
</tr>
<tr>
<td>GPL</td>
<td>Family</td>
<td>1.50</td>
<td>2.80</td>
<td>0.50</td>
<td>2.00</td>
</tr>
<tr>
<td>GPL</td>
<td>Feature</td>
<td>1.50</td>
<td>2.80</td>
<td>0.50</td>
<td>2.00</td>
</tr>
</tbody>
</table>

*Table 3. Measurement results for each subject system and type-checking strategy (in seconds). For each system and each strategy, from our comparison, we show the setup time (\(t_{\text{setup}}\)), and total time (\(t_{\text{total}}\)) are provided. For the feature-based strategy, the speedups relative to the family-based strategy are provided. For the family-based strategy, the speedups relative to the product-based strategy and the family-based strategy with caching disabled (\(t_{\text{setup}}\)) are provided. We also provide total times (\(t_{\text{total}}\)) for the family-based strategy and the family-based strategy with caching disabled (\(t_{\text{setup}}\)).*